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Abstract—The performance of turbo-coded asynchronous period much larger than a data bit, the long sequences appear
direct sequence code division multiple access (DS-CDMA) using essentially random. That is, the statistics of the multiple-access
long and short spreading sequences is compared by both anaIyS|sinterference (MAI) change randomly from bit to bit, and

and simulation. For coded systems with a conventional matched th f is det ined by th interf
filter (MF) receiver, three analytical methods with different € performance Is determined Dy the average Interierence

complexity are compared: the standard Gaussian approximation, l€vel. In a short-sequence system with slowly varying delays,
the improved Gaussian approximation (IGA), and the density the cross-correlations between users remain unchanged over
function approach. It is shown that while the standard Gaussian time, and some users may be trapped in a disadvantageous

approximation is fairly accurate for the long sequences, it is gjyation. Fortunately, the MMSE receiver can be used to
too optimistic for the short sequences. For the short-sequence . ’

systems, the IGA gives an accurate estimate for the performance improve t.he_ pe'_‘formance fPr the Short's‘?que,”ce SYStems' In
with much less complexity than the density function approach. [3], the distribution of the bit-error probability is obtained by

The analysis shows that for either the additive white Gaussian a hybrid simulation/analysis approach for the short-sequence
noise (AWGN) channel or the flat Rayleigh fading channel and a  and long-sequence systems in a scenario of multiple cells and
MF receiver, there is a degradation in the average performance ,4ing channels, either uncoded or with a convolutional code.

of the turbo-coded short-sequence systems compared to theIt f d that hat | f d exist
long-sequence systems due to the fact that the cross-correlations was found that a somewnhat farger performance spread exists

are not time-varying. However, the short-sequence systems are for short sequences than for long sequences when the MF
amenable to the use of an interference suppression techniquereceiver was used, but that the short-sequence MMSE receiver
designed to minimize the mean square error. Such a minimum outperforms either system using a MF receiver. Recently,

mean square error (MMSE) receiver in the turbo-coded system turbo coding has been adopted in wireless CDMA systems to

is shown to outperform the long-sequence system with the MF . . . ,
receiver, especiglly when theregi]s aqnear—far problem, as previ- improve the system quality and capacity [4], [5]. In this paper,

ously observed in a convolutionally-coded system. Finally, similar the performance of a turbo-coded CDMA system using long
results are obtained by computer simulations for the turbo-coded and short spreading sequences is compared in a single cell
CDMA systems on a frequency-selective Rayleigh fading channel. scenario.

Index Terms—Channel coding, cochannel interference, code di- ~ Several attempts have been made to evaluate the perfor-
vision multiple access (CDMA), land mobile radio cellular systems, mance of DS-CDMA systems. The simplest method, called

spread spectrum communications. the standard Gaussian approximation (GA), models the MAI
as a Gaussian noise process. The GA is fairly accurate for the
I. INTRODUCTION MMSE detector [6] but less accurate for the MF receiver. To

) obtain more accurate results for the MF receiver, the density
N THE RECENT past, there has been considerabjgnctions of the random MAI were found for both random and
interest in the subject of multiuser detection in direct-snort sequences to evaluate the uncoded bit-error probability in
guence code-division multiple-access (DS-CDMA) systemﬁ] and [8]. A so-called “improved Gaussian approximation”
One important type of multiuser receiver, the minimur@GA) was presented in [9] and [10] for the random-sequence
mean-square-error (MMSE) detector [1], [2], relies on thgstem to show the bit-to-bit-error dependence when a hard-de-
cyclostationarity of the interference statistics and requires shgféion block code is used. In this paper, both the density
spreading sequences. However, current cellular CDMA SW$mction and the IGA approaches are extended to a coded
tems (e.g., IS-95) are using long spreading sequences togefBiA system with maximum-likelinood soft-decision de-
with the conventional matched filter (MF) receiver. With &oding for both short sequences and long sequences. We show
that, for an additive white Gaussian noise (AWGN) channel,
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turbo-coded system with the short sequences compared to thibérer; accounts for propagation delay and lack of synchro-
with the long sequences. However, the short-sequence systésm between transmitters;, = ¢, —w.7x, andn(t) is a white
with the MMSE receiver outperforms either of the systemSaussian noise process with two-sided spectral def&j{2.
with the MF receiver, which agrees with the results foun@ithout loss of generality, indek = 1 is assigned to the de-
in [3] for either uncoded or convolutionally-coded CDMAsired user, and we assumg = 0 andi; = 0. The decision
systems. Finally, computer simulations are carried out for tiséatistic at the output of a coherent correlation receiver for the
turbo-coded systems on a frequency-selective Rayleigh fadiily code symbol is given by [11]
channel, and it is shown that similar conclusions hold. P 2

The paper is organized as follows. The system model and/; = T; \/Tb(l) + T Z \/TIk br iy T, i) + 1 (5)
the MF receiver are described in Section Il. In Section I,
three analytical approaches to evaluate the performance ateere Iy (by ;, 74,9%,;) IS the interference term from thith
presented, together with the turbo coding scheme in our systerser, andy; is Gaussian with zero mean and variafégZ’, /4.
The MMSE receiver and performance comparison are providege vectoby, ; = gf(k)l’ b%) represents a pair of consecutive

in Section IV. Finally, conclusions are drawn in Section V. ¢o4e symbols for théth user, and the vectors can be considered
independent of each other for different values,dfy assuming
the application of a channel interleaver with sufficient depth.
We initially consider a coded binary direct-sequence CDMM/e also assume that tHey } are fixed for the entire codeword,
system on the AWGN channel. The transmitted signal okthe Wwhile the{+ ;} change independently from bit-to-bit. For no-

Il. SYSTEM MODEL

user is tational simplicity, the following normalized decision variable
s1(8) = \/2Brar (£)bx (£) cos(wot + ) @ s '”“Od“‘;’d .

where _ = N,b) + Z \ B L Pris i ) +

P, transmitted power; 7. 1/ 1

w.  carrier frequency; (6)

¢ carrier phase. where I (bwi, 7, %%i) =  Nolp(Pry,7r,%r,;) and
The spreading waveformy, (¢) is given by n = n:/(TA/PL/2).

a(t) = Y alpr.(t-nT.) (2) A. System with Short Sequences

where n=Tee For the system with short sequences, the delag assumed

) to be uniformly distributed in the interv@, N,T.), and can be
{an"} discrete signature sequence of elements from {1, asn, = (pu + 6:)T, wherepy, = 0, 1 N. — 1 with

set{—1,+1}; equal probability, and, is uniform on[0,1). The normalized

- (%) ;?ct:tangglar pulse which startstat 0 and ends interference.. (by., 7 ), is defined as
f— T,
T. duration of a chip. I (bgi, Ty i) = Wi(bpi, 7)) cos thp i @

We assume that each code symbol is spread Witkhips, i.e., where
T, = N,T., whereTy is the duration of a code symbol. For the ERAO (%)

s = Nole s : . Wie(br i, T b Ri(m) + 08 Ri(r)] . (8
system with short sequences, the period of each signature se- k(i i) = [ i, —1 Fr(me) £ big ’“(T’“)} (8)
quence isassumed to b&. Iflong spreadln?ksequences are éMrhe functionsiy (1) ande (1) are the continuous-time par-

ployed with periods much larger thavi,, {a1,”} is modeled as tial cross-correlation functions, defined in [11].
a sequence of independent identically distributed (i.i.d.) randomgquivalently, Wi.(by.;,7:.) can be represented as

(n) _ _ (n) _ _
variables such thafPr {a +1} Pr {a 1} = bg(}@k(m) if bgko) _ b(k)
1/2. Wi(bi,i, i) = b(k)é i b(k) b(k) 9
The encoded signak.(¢) can be expressed as 0,0 A’“(T’“) i i # bima
=W where the functiong(r;,) andé(r;,) are given by
bi(t) = b, t — T, 3
0 i_z_:oo Ppn i) ®) O (7i) =0k,1(pr)(1 — 6k) + O 1 (Pr 4 1)
é =6 1—&)+6 1) 10
whereb(k) € {+1} is the code symbol sequence generated by k() =B (pic)( &)+ Ohea(p+ 1) (10)
the encoder. ando; g and6;. ; are the periodic (or even) and the odd cross-
is userj, respectively [11].

si(t — ) +n(t) B. System with Random Sequences

<
—~

o+
N

1l
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—

For the system with random spreading sequences, the normal-
ized decision variable is shown to be [7]

K
| Py,
Ul = Ngbz(l) + Z F’;Wkﬂ(ék) cos Yy ; + n; (12)
k=2

~
-~

\/ 2Pkak(t — Tk)bk(t — Tk) COS(wct + Z/)k) + n(t)
(4)

o~
Il
-
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where Invoking the standard union bound for the convolutional
Wi (80) = Licint-Myi(1—61)+Xai+Yns(1-26). (12) code, the bit-error probability is bounded by

The random variablek,, ; andM;, ; are uniform on{—1, 41}, > f——

and X, ; andY; ; have densities P < Z Pat ( Zd%) (1)

d=dgrcc
) A —A. .
px.(J) = <ﬂ) 274 je{-A—-A+2,...,A=2,A}  \where {84} is the distance spectrum of the code [12] and
2 13) Q)= (1/v2r) [7 e~t"/24t. As an approximation, the sum
and is truncated after the first ten terms in the following analysis.

B 5 For random spreading sequences, the average SINR is given by
2
(14) 1
respectively. Y= N 2 K D (22)
The quantitiesd and B are related ta@” = 4 1(1), the dis- E. T 3N 22 Ty

crete aperiodic autocorrelation of the signature sequence of USeX|though the GA is easy to evaluate, it may be optimistic
1, offset by one chip, by [7] in predicting the bit-error probability, especially for the short-

A= Ny =1+0C (15) Seduence systems, as shown in Section IlI-C. More accurate
2 methods are developed in the following two subsections to pre-
and dict the performance and provide useful insights of the system.
N,—1-C . .
B= f (16) B. Density Function Approach

o . . Using numerical techniques, we can predict the performance
N_ote Ehat the q_uanUt;B is the number of times the OleSIredof DS-CDMA based on the density function of the MAI. This
signal’s spreading sequence chqnges ;tate, either #brto approach was used to evaluate the error probabilities of uncoded
+1 or from +1 to —1, within one bit durauqn. .. systems with both long and short spreading sequencesin[7], [8].
Forarandom sequence, the random variabias the density In this subsection, the density function approach is extended to
NN =1 i, coded CDMA systems with maximum-likelihood soft-decision
pelf) = <1+A—_1> 2 decodin
2 9.
je{1-N,3—N,....N—-3,N—1} (17) For the coded system with short spreading sequences, consid-
ering a correct trellis path and an erroneous path with a Ham-

Note that the random variablds, ;, M} ;, Xi; andY; are ming distancel, the metric difference is

independent of each other for any titnend any interfering user
k, conditioned on the quantity [7]. Also, the random variable 1

Wi, i, is independent oW, ;, for eitherk; # ks or iy # 4o, My = ~ Z bgl)Ui’ (23)
conditioned orC. s =1

I p A whereU! is the decision statistic defined in (6). The metric dif-
- PERFORMANCEANALYSIS ference can be written as

A. Gaussian Approximation

. = 7
When the user numbéx is large, the standard GA [11] can My =d+ma+ (24)

be used to evaluate the average signal-to-interference-and-ngjggrey, is Gaussian with variane&Vo/2E,, andE, = T, P;.
ratio (SINR) and bit-error probability. For the short-sequencgne MAI Z is given by
system, the interference componé&fits modeled as a Gaussian

random variable with zero mean, and the variance is obtained by 1 &P & W
averaging oveby, ;, 71 andiy ; [11]: 7= A > P z; b Wi(br,i, Tk) cos ;. (25)
/ 1 k=2 j=
Varil} = 6N, [201.1(0) + 1 ()] (18) For a given delayr, define Z;(7x) = bgl)Wk
where (bs;, 1) cosyy ;. Note that Wi(by ,;,7) is given in (9),
N,—1 andbgl) can be absorbed int@s +, ;. The conditional density
e (p) = Z Oy (n)Cyi(n + p) (19) function of Z, ; is given by [7]
n=1—N, 1

. . - . . () = =[a(z0()) + q(z; Ox (73, 26
andCy ;(n) is the discrete aperiodic cross-correlation function T2z m) 2[(](7 k() + a2 0u(m)] (26)
for the kth and;th signature sequences [11]. where the functiony(z; 8) is defined by
The average SINR is given as

1 1
5= % - : 20 9(70) = —=—, |2| <¥. (27)
TR B T Bvaly) . n0y/ 15
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Since theZ;, ; are independent for different valuesiptondi- a coded CDMA system, when all other users employ long se-
tioned onry, the conditional density function of the summatiomuences, and the two situations resulted in almost identical per-
Zi(m) = Zle Zy () is given by formance for the range of BER where the simulation was fea-

sible.
Jz.(zimi) = [z, (i) x fz, (zsmi)*. . o [z, (z7h) (28) Given the delay;, = 6,1, the distribution ofi¥; ; is deter-
mined by (12) with four discrete random variablég,;, M ;,
where, in (28), there aré — 1 convolutions indicated by the X;. ; andY} ;. Its density function can be put into the form of a

asterisks. sum of impulses
Averaging overr; and taking scaling factors into con-
sideration, the uncpnd_itional density function 8f = E,, Jw, (wi k) = Z flw;; 61)0(w — w;) (34)
[(P./PLN.) Zi(,)] is given by ;
PN, [NTe PN, where {w;} are the possible values th#t; ; can take, and
fz,(2) = P Z <Tkz%7k> dry, (29)  f(wj; 6,) is the probability that¥; ; takes the value af;, con-
PN N(j_l - PN ditioned on the delay,;.T...
_t1i¥s ‘ 14¥s The conditional density function df, (%) is given by
= 2 pl, . - k,d\Tk
7 ,,2) /0 Jz. < oL +6k) dsy,
(30) Fzoa(zim) =Y Fwy; 61 )q(z5wy) (35)
J

This averaging can be achieved by a simple numerical integra- R ) . . )
tion. Note that, although the MAZ,, is dependent on the bit se—V%ere(*’(z’ w;) is defined in (27). Following (28)—(33), the final

. . ) bit-error probability can be obtained for the system in which
&)
quence{bi } of the desired user, the density functifg, (z) only the desired user employs a short sequence.

remains the same no matter which valueimﬁhe{bgl) take,  In Fig. 1, the density functions of the total MAI in the soft
e ) ., decision metricf(z), are shown for an error event with Ham-
due to the symmetric distributions gfb; and {cos ¥y ; } ming distancel = 8, the minimum distance of both the con-

about zero. So, the density of the total MAI can be obtained Ry ytional code and the turbo code used in this paper. The pro-
cessing gain of the CDMA system is 31, with 12 users. It can

f72(2) = f2,(2) * f2,(2) % ... % f7,(2). (31) pe seen that the density function for the long-sequence system

matches the Gaussian distribution for a broad range, while the

‘With the density function of z (), we can evaluate the pair-density function for the short-sequence system diverges from
wise error probability as the Gaussian shape much earlier. This explains why the GA is
fairly accurate for long-sequence systems but gives optimistic

(=] 2E5 _ i -
Po(d) = Pr[My < 0] = / 0 <(d+ 2) /dN(J) Fa(2)dz. results for the short-sequence systems. The bit-error probability

obtained by this method is presented in the next subsection.

— o0

(32)
The final bit-error probability is bounded by C. Improved Gaussian Approximation
0o In a coded system, the MAI components between neigh-
P.< Z BaPa(d). (33) boring code symbols are correlated, since the delays and,
B At perhaps, the phases of the interfering signals are highly corre-

lated throughout the codeword. In [9] and [10], the effect of

For the coded system with long spreading sequences, thedarrelation on packet throughput is shown for a DS-CDMA
terference components of different users are independent, ceystem with hard-decision block coding and random signature
ditioned on the quantity” (or B) of the desired spreading se-sequences. The approach in [9] and [10] is to obtain the
quence [7]. Since the desired sequence changes randomly frmobability density of the variance of the MAI, conditioned on
bit-to-bit within a code trellis, obtaining the density function{r; } and{«}, and the performance is evaluated by averaging
of the MAI component in the decoding metric difference is aver the density function. In this subsection, we extend this
prohibitively difficult task. However, the density function ap-approach to a DS-CDMA system with short sequences and
proach can be modified to give the performance of a user witaximum-likelihood soft-decision decoding. In addition, we
a short spreading sequence in an environment where all intassume the only correlation factor is due to the relative delay.
fering users are assumed to employ long spreading sequenEes.example, for a DS-CDMA system with chip rate around 1
As shown in [14], in an uncoded CDMA system where the irvic/s, a simple calculation shows that the relative delays will
terfering spreading sequences are long (i.e., random) and asgmain within a fraction of a chip duration for thousands of
chronous, the bit-error probability for the desired user usinghéts, even for mobiles traveling at freeway speed. However, the
fixed (short) sequence witl8 = (N, — 1)/2 is identical to phase difference changes relatively fast because of the motion
that using the long sequences. We compared the simulationagé the frequency shift of the transmitted signal, and a block
sults (not presented) of a short sequence of the desired user witerleaver of moderate size can further remove the correlation
B = (N, —1)/2 to those of a random desired sequence iof the relative phases. Thus, we assume{thg are fixed for
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distribution

Analysis, Gold Seq.
- Gaussian Approx., Gold Seq.

— — Analysis, Random Seq.

- (Gaussian Approx., Random Seq.

0 1 2 3 4 5 6 7 8 9 10
Z(MAI)

-20

10

Fig. 1. Density functions of total MAI in soft decision metric for an error event with Hamming distéree8 of coded DS-CDMA system, AWGN channel,
N, =31,K =12, PR = 0dB, R. = 1/2. Gold sequences are used in the short-sequence system.

the entire codeword, while th¢w} change independently 3) ifa#0and-1<g<0

from bit to bit. L Voormin <V < Up
Given the delay, (or equivalentlyd, andpy) in the short- Fu(vipr) = 2y/a(v—)’ T T
sequence system, from (9) and (10), we obtain the conditional Y L, < v < Umin
q y : 9) (10), Jat—) :

variance ofiW; as . 2 2
where v, min = min{af” + v,a(8 + 1)° + v} and

Vie SVar {Wi|pr, &} Vb max = max{af? +v, (8 + 1)? ++}.
1 1oia 5 Finally, averaging oves,, the density of the conditional vari-
=ZTA0,(p:)65 + 65 M2 + Z[AG ()65 + 65, 312 inally, ging ovepy, y
2[ K(P)or + i1 (pr)] 2[ k()0 + O (o] ance of the interference due to ugeis given by

éa(ék —+ /3)2 —+ ¥ (36) 1 N,—1
where Filv) =5 > fu(vip)- (37)
5 pr=0
A?’“(pk) _ek’l(pk +1) - ?k’l(pk) Takingx and P into consideration, the variance of thth
Abr(pr) =0k,1(pr + 1) — Ok, 1(px) interferer is
1 i P, P
« :5 [AQQk(Pk) + A29k(pk):| d,, A Ey, {Fkvk cos? 1/%} _ %Vk- (38)
~ ~ 1 1
B _ A(pr)Or.1 (pr) + Ae’i(p’“)e’“il(p’“) The corresponding density function is
A0 (pr) + A0 (pr) _2p 2P, 39
andy (D01 (00) = A1 () fo9) =P i\ B ?) (39)
2 [AQQk(pk) + A29k(pk)} Since the relative delays are independent for different users,

the random variable$®; } are also independent. The density

Given the value ofy, Vj is a function of the random vari- function of the total variancé — Zf:Q &, is given by

able 63, which is uniformly distributed ovej0,1). Applying
the method for determining the statistics of a random variable fo(@) = fo,(P) * fo,(B) * ... % fo, (#). (40)
Y = aX? in terms of the statistics ok [15], the conditional it the density of the variance of the MAI, we are able to
density ofV;, is found to take three forms, according to different, 51y ate the density function of the SINR (~) via the relation

values_ ofa and3: 1
1) ifa=0 752%- (41)
fvi(vspr) = 6(v — 7); If we define the union bound for the convolutional code as a
2) ifa#0andB >0org < —1 function of+, -
fvi(vspr) = ;, Vb,min < U < Vb max; g(vs) £ Z £aQ (\/M) (42)

2/ a(v — ) d=dgree
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-— Density, MF, short seq.

.-~ Density, MF, random seq. o : : :

3.5H — — Density, MMSE, shont seq. ‘\ ............ R e e A
A Average, MF, short seq. S : : :

¢ Average, MF, random seq.

all_* Average, MMSE, short seq.

{
: : : i : : :
o5k ............ ........ 1 ............ s ............ .......... i
: : : I : : :
!

Density
N
T
1

i

6.5 7

SINR(dB)

Fig. 2. Density functions of SINR for DS-CDMA systed¥,, = 31 with Gold sequencedy = 12, PR = 0dB,R. = 1/2, E,/N, = 7 dB.

the bit-error performance can be bounded by In Fig. 3, several analytical BER estimates for the convolu-
o0 tionally-coded CDMA systems using short sequences are com-
Pe< /0 9N fr. (V). (43) pared to computer simulation results. The processing §aiis

This approach can also be applied to the system with rand& and there are 12 users in the system. Gold sequences are used
sequences. The varianceldf, ; for any user: and any timei, in the short-sequence systems, with a rate-1/2, 32-state convolu-
conditioned on the dela,, isygiven by [10] as tional code. The results from the density function approach (la-

N N beled “Analysis” in Figs. 3 and 4) and the IGA are quite close to
Vi = Var{Wy, ;|7.} = T_; [me + (T — 7)7] - (44) each other, and simulation results show they are accurate below
N a bit-error probability ofl0—2. The deviation at higher BER is
. .k due to the weakness of the union bound at By N, values.
leading to the distribution o} as The GA results are also shown and are clearlﬂoo optimistic.
fv.(v) = ;7 & <y < N, (45) In Fig. 4, the results of using different analytical methods are
Ny, /12\—” -1 2 shown for a convolutionally-coded system using long spreading
gguences. Note that for the density function approach, a fixed
equence is assumed for the desired user. Obviously, the dif-
erence between the density function approach and the IGA is
. : ite small. The simplest method, GA, is fairly accurate for a
The density functions of the SINR for both short sequen%%R higher tharl0—>, Comparing to results in Fig. 3, it can be

and long-sequence systems are shown in Fig. 2. Also sho .
gen that the performance of the short-sequence system is worse

are the average SINRs (i.e,, GA) for both systems. Note tTﬁan that of the long-sequence system, especially when there is
a similar figure is shown in [3], but it considers a multiple cel ear—far problem (e.gB/P; = 5 dB).

scenario and it is obtained by hybrid simulation/analysis, whefd”
the simulation is used to average over the random delays and
the received power level. In Fig. 2, although the difference bQ—'
tween the average SINRs is small, the spread of the SINR forThe IGA method described above can be easily extended to a
the short-sequence system is significantly larger than that of fivequency-nonselective fading channel. Assuming the same sig-
long-sequence system. The large spread is due to the probabiliys described above are transmitted over a flat fading channel,
that a user might be trapped in a disadvantageous delay settiigyreceived signal is

with time invariant cross-correlations, and this leads to the per- K

formance degradation of the short-sequence system. We al _ _ _

show the density function of SINR for the short-sequence sys??t) B kz::l 2Prn(B)ar(t = 7i)bilt = 7i) cos(wet + )

tems with the MMSE receiver to be described in Section IV, ob- +n(t) (46)
tained by hybrid analysis/simulation. The MMSE receiver pro-

vides a significant improvement of the average SINR, and attherec«;(¢) is the amplitude of the fading experienced by the
most all of the density lies above the average MF receiver SINRth user. We assume the fading is Rayleigh vﬁlﬂjai] =1.

The random variabley, is uniformly distributed on[0, 7],

Equations (39)—(43) can now be used to obtain the distributid
of the SINR and the bounds on the bit-error probability for th
long-sequence systems.

IGA on a Fading Channel
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)| —— Analysis

- IGA

.| = — Gaussian Approx. g
;1 *  Simulation

Fig. 3. Comparison of analytical methods for convolutionally-coded DS-CDMA system, AWGN chahnet, 31 with Gold sequencedy = 12, R, = 1/2,
32-state codePR = P,/ P; for all interfering users.
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Fig. 4. Comparison of analytical methods for convolutionally-coded DS-CDMA system, AWGN channet, 31 with long sequencedy = 12, R. = 1/2,
32-state code.

The normalized decision statistic for tieh code symbol of fading amplitudex;. Following the steps from (37) to (41), the
the first user is density of the SINR{,_(y), is obtained, as in the AWGN case.
L With the assumption of infinite interleaving and perfect channel
Ul = o N,bY +>° \/gagk)fz@(bkm Tho Yri) 05 (A7) state informatioﬁ, the union bound forthe%it—errgr probability is
k=2 ! given by (33), with the pairwise error probability given by [16]
With the assumption of perfect interleaving, t{lagk)} are in-
dependent for different time positions. dd—1 . j
Given the delay, the conditional variance of the MAlisthe  py(d) = <1__ﬂ> T <d -1+ J) <1+Tu> (48)

same as that in the AWGN case, due to the normalization of the 2 =0 J
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Fig. 5. Comparison of analytical methods for the turbo-coded DS-CDMA system, flat Rayleigh fading, 31 with Gold sequencedy = 12, R. = 1/2,
with different P,, / P, ratios.

where is used. Most terms of the distance spectrum of the code are
obtained based on the concept of “uniform interleaver,” which

W=,/ L (49) represents an average of all possible interleaving permutations
1+ of the turbo code. In [17], the minimum distance is found to

Denoting the union bound for the Rayleigh fading channel ad§ 8 for the specific “S-Random” permutation we have chosen,
function of+y, by A(7,), the final bit-error probability estimate rather than 3 for the “uniform interleaver,” and thus the first few

is terms of the distance spectrum are modified accordingly to im-
- prove the accuracy of the union bound for BER2 x 1072,
P < / h(v) fr. (). (50) To improve the accuracy for a BER higher tha 107, the
0 h(~s) function is implemented by interpolation from the simu-

. lation results. In Fig. 5, the IGA estimates for the turbo-coded
The IGA can also be used to obtain the performance gftDMA systems using Gold sequences are compared to com-

a turbo-coded CDMA system. The turbo coding scheme . ) .
considered here is the same as described in [17]. The tu%ger S|_mulat|on results. The IGA results are quite close to the
encoder consists of two identical rate-1/2 recursive syss'-rm""jltlon rgsults, for both _the !oerfect power control case and
. ; . . when there is a near—far situatig®),/P, = 3 dB). The GA
tematic convolutional encoders, with the generating matrPésuIts are also shown but aaain are too optimistic
(1,(1 + D%)/(1+ D + D?%)). The two parity bit streams are 9 P '
punctured alternately, giving a code rate of 1/2. At the end
of each transmission block, only the first encoder is driven IV. MMSE RECEIVER
back to the all-zero state through the transmission of tail-bits,Since the relative delays change slowly compared to the
whereas the other encoder is not terminated. For the fiddta rate, the short sequence systems may be trapped in dis-
encoder, the trellis termination scheme of [18] is used, wheredvantageous situations where the cross-correlations remain
the encoder feedback bit is taken as the encoder input amtthanged. On the other hand, the cyclostationary nature of
transmitted together with the parity bits. The two constituettte MAI for the short-sequence systems allows the application
encoders are concatenated in parallel through a pseudo-randdran adaptive MMSE receiver to suppress the interference.
permutation, with a block size of 190 information bits. Folhe receiver uses a chip-matched filter followed by an adaptive
better performance, we adopted the so-called “S—Randoetjualizer structure that performs despreading and interference
interleaver [18], which prohibits the mapping of a bit positiosuppression [1], [2]. The number of taps of the adaptive filter
to another within a distanceS of a bit position already chosenis equal to/V;. In the following, we compare the performance
in any of theS previous selections. For the block size of 190f the short-sequence systems with both the MF receiver and
bits, we chose such an interleaver with= 8. The Log-MAP the MMSE receiver to that of the long-sequence systems with
algorithm is used in the iterative decoder, and 15 iterations dhee MF receiver. The analytical result for the MMSE receiver is
used to assure convergence. obtained following the methods given in [2]. Given the delays
The performance of the turbo code is obtained analyticalof all interfering users, the optimum tap weights of the MMSE
by the union bound, assuming a maximum-likelihood decodezceiver are obtained by solving the Wiener—Hopf equation, and
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Fig. 6. Analytical results for turbo-coded DS-CDMA systems, AWGW, = 31, K = 12, R. = 1/2.

the conditional bit-error probability is estimated analyticallyis not able to track the fades on any of the interfering users. As
The final bit-error probability is obtained by taking a sampla consequence, when the optimum tap weights are derived, the
average for the various realizations of the delays. It was shoexpectation of the square error is carried out over the random
in [2], [17] that when perfect channel state information ifades [2]. Referring to Fig. 6, it can be seen that, for the case
available, practical adaptive algorithms (e.g., RLS) can providé perfect power control, the systems require higher values of
performance quite close to that of optimum MMSE tap weight#s, /Ny on the fading channel. Also, the difference between

In addition to the case of perfect power control, we also cothe short-sequence and long-sequence systems is larger, and
sider a near—far situation when there is only one strong intéhe MMSE receiver provides moderate improvement. When
ferer, while other users keep the same power level as the desitegte is one strong interfering user, the long-sequence system
user. This scenario attempts to model a cell containing mobilesjuiresE), /Ny = 8.2 dB to achieve a BER af0—3, while the
with perfect power control with one uncontrollable interferinghort-sequence system with the MF receiver appears to bottom
user from the adjacent cells. out at a BER well abovel0—3. However, with the MMSE

Fig. 6 shows the analytical estimates of the performance refceiver, the short-sequence system significantly outperforms
the turbo-coded CDMA systems on the AWGN channel. Wheahe long-sequence system. Compared to the case of perfect
perfect power control is maintained, the system can achievgawver control, the MMSE receiver achieves a BER16f*
BER of 10~* with the Ey,/N, below 4 dB. In this case, the with a penalty of only0.4 dB.
thermal noise is the dominating factor for errors, and the dif- Finally, the performance of the turbo-coded CDMA systems
ference between the short and long-sequence systems is smaélr a frequency-selective Rayleigh fading channel, obtained by
The advantage of the MMSE receiver is also marginal. Howevegmputer simulation, is shown in Fig. 8. The number of resolv-
when there is at least one strong interfering user, the differeraigle paths is chosen to lig, = 3, with a constant multipath in-
between the short and long-sequence systems becomes obvieasity profile (MIP). The conventional RAKE receiver with
since a bad delay of the strong interferer may impair the perfdiranches is used, with either a standard MF or an MMSE filter
mance of the desired user of the short-sequence system. Onaiheach branch of the RAKE. The MMSE filter coefficients for
other hand, since the strong interference is confined to a s@ach tap of the RAKE are determined by independently mini-
space with a small number of dimensions, the MMSE receiverizing the mean-square errors of each tap [2]. It is also assumed
can suppress it effectively and provides excellent performandeat the fades on the resolvable paths of the channel are indepen-
Compared with the case of perfect power control, we find thdent of each other, and the fades of any interfering users are too
the power penalty of one strong interferer is smaller thadrdB  fast for the adaptive algorithm to track.
when the MMSE receiver is used. Comparing to Fig. 7 for the case of perfect power control,

Fig. 7 shows the analytical estimates of the performanee find that the additional diversity provided by the multipath
of the turbo-coded CDMA systems on a flat Rayleigh fadinghannel allows the system to operate at lower valugs,giV,.
channel. It is assumed that infinite interleaving results iRor these parameter values, it can be shown that the thermal
independent fades on each bit, and perfect knowledge of thase is the dominating factor. Thus, the difference between the
channel state information (CSI) is available to the receiver. Fshort-sequence and long sequence systems is minimal, and the
the MMSE receiver, it is assumed that the adaptive algorithadvantage of the MMSE receiver over the MF receiver is mar-
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Fig. 7. Analytical results for turbo-coded DS-CDMA systems, flat Rayleigh fadiig= 31, K’ = 12, R. = 1/2.
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Fig. 8. Simulation results for turbo-coded DS-CDMA systems, frequency-selective Rayleigh fagdirg3, constant MIPN, = 31, K =12, R, = 1/2.

ginal. When there is a near—far problem, the performance of tbeiver is generally less dramatic than that on the flat fading
MF receiver is degraded relative to the case of perfect powarannel. As explained in [2], when the RAKE/MMSE is not able
control but is significantly better than that found in flat fadingto track the fading of the interfering users on the frequency-se-
We also note that the difference between the short-sequencelaative fading channel, the dimensionality of the interference
long-sequence systems is smaller than that on either the AWGbspace is typicallg(X — 1)L,, too large for the MMSE
channel or the flat fading channel. The reason appears to be tieakeiver to effectively suppress the interference. However, as
the power of the interference is now spread aligipaths, and shown in Fig. 7, the RAKE/MMSE receiver still provides sig-
the cross-correlations are averaged over several relative delayficant improvement when there is only one strong interfering
reducing the effect of the desired signal being trapped in an unser, since the dimensionality of the strong interference is small,
ferior setting. On frequency-selective fading channels, the iraven though it has been multiplied by the number of paths of the
provement in performance provided by the MMSE/RAKE refrequency-selective channel.
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V. CONCLUSION

Several analytical methods were compared for the perfc
mance evaluation of coded CDMA systems with MF receive
While the standard GA is fairly accurate for long-sequenc
systems, it gives optimistic estimates for short-sequen
systems. It is shown that the IGA produces results almost
accurate as those of the density function approach but w
much less complexity. The performance differences betwe...
long sequence and short sequence spreading in a turbo-coded
CDMA system were investigated for different channels and
different near—far situations, and the conclusions agree with
those previously found for uncoded or convolutionally-coded
CDMA systems. With the MF receiver, there is a degradatic
in the average performance of the short sequences compe
to that of the long sequences. However, the MMSE receiv
for the short sequence systems provides the best aver
performance on all the channels considered, especially wt
there is a near—far problem.
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