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Abstract—Locally repairable codes (LRCs) are a class of codes
designed for the local correction of erasures. They have received
considerable attention in recent years due to their applications in
distributed storage. Most existing results on LRCs do not explicitly
take into consideration the field size g, i.e., the size of the code
alphabet. In particular, for the binary case, only a few specific
results are known by Goparaju and Calderbank. Recently, however,
an upper bound on the dimension k of LRCs was presented
by Cadambe and Mazumdar. The bound takes into account the
length 1, minimum distance d, locality r, and field size g, and it is
applicable to both non-linear and linear codes.

In this work, we first develop an improved version of the bound
mentioned above for linear codes. We then focus on cyclic linear
binary codes. By leveraging the cyclic structure, we notice that the
locality of such a code is determined by the minimum distance
of its dual code. Using this result, we investigate the locality of a
variety of well known cyclic linear binary codes, e.g., Hamming
codes and Simplex codes, and also prove their optimality with our
improved bound for linear codes. We also discuss the locality of
codes which are obtained by applying the operations of Extend,
Shorten, Expurgate, Augment, and Lengthen to cyclic linear binary
codes. Several families of such modified codes are considered and
their optimality is addressed. Finally, we investigate the locality of
Reed-Muller codes. Even though they are not cyclic, it is shown
that some of the locality results for cyclic codes still apply.

I. INTRODUCTION

Distributed and cloud storage systems today are required to
tolerate the failure or unavailability of some of the nodes
in the system. The simplest and most commonly used way
to accomplish this task is replication, where every node is
replicated several times, usually three. This solution has clear
advantages due to its simplicity and fast recovery from node
failures. However, it entails a large storage overhead which
becomes costly in large storage systems.

In order to achieve better storage efficiency, erasure codes,
e.g., Reed-Solomon codes, are deployed. Reed-Solomon and in
general many maximum distance separable (MDS) codes are
attractive since they tolerate the maximum number of node
failures. However they suffer from a very slow recovery process,
in particular, a slow repairing of a single node failure, which
is the common failure scenario. Hence, an important task in
the design of erasure codes is to accomplish fast recovery and
yet support a large number of node failures. There are several
metrics in the literature to quantify the efficiency of rebuilding.
Three of the more popular consider the number of communicated
bits in the network, the number of read bits, or the number of
accessed nodes. In this work we study codes with respect to the
last metric.

Locally repairable codes (LRCs) are a class of codes in which
a failure of a single node can be recovered by accessing at most
r other nodes, where r is a predetermined value [6], [12], [14].
For a length-n code with dimension k, it is said that the code
has all symbol locality v if every symbol is recoverable from

a set of at most r symbols. If the code is systematic and only
its information symbols have this property then the code has
information locality r. LRCs are well studied in the literature
and many works have considered code constructions and bounds
on such codes. In [6], an upper bound, which can be seen as
a modified version of the Singleton bound, was given on the
minimum distance of LRCs. More specifically, if an [n,k,d]
linear code has information locality 7 then
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In [14], it was proved that the bound (1) holds also for non-
linear codes with all symbol locality. However, for some cases,
the bound (1) is not tight. Thus, several improvements on the
bound (1) were proposed in [17], [24]. Code constructions which
achieve the bound (1) were given in [21]-[23]. However, in most
cases, in order to attain this bound the codes have to be non-
binary and the problem of finding codes over small alphabet
which satisfy the bound (1) was recently solved by Tamo and
Barg [22]. In this last construction the field size has to be at
least the length of the code. In addition to the constructions
mentioned above there are several other constructions of LRCs,
see e.g., [4], [7]1-[9], [12], [19].

To the best of our knowledge, the problem of finding explicit
code constructions over a fixed alphabet has not been fully
addressed in the literature. Recently, a new upper bound on the
dimension k of LRCs was presented in [2]. This bound takes into
account the code length, minimum distance, locality, and field
size, and it is applicable to both non-linear and linear codes.
Namely, if a length-n code with M codewords and minimum
distance d has all symbol locality r, then
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k< min {tr + K (n—t(r+1),4) }, 2)
where k = logq M, Z7 is the set of all positive integers, and
k((]?g)t(n’ ,d") is the largest possible dimension of a length-n’ code

with minimum distance d’ and a given alphabet size q. The only
construction that we know of for binary LRCs was presented
recently by Goparaju and Calderbank [7].

Our main goal in this paper is to study constructions of binary
LRCs, and in particular cyclic linear codes. In Section II, we
formally define the problem and state some preliminary results.
We also show in this section that the bound (2) from [2] can be
improved for linear codes. In Section III, we prove the locality
of cyclic linear codes and show that such a code has locality
that equals the minimum distance of its dual code minus one. In
Section IV, we study the locality of codes which are obtained
by the operations of Extend, Shorten, Expurgate, Augment, and
Lengthen. In Section V, we study similar properties for Reed-
Muller codes. We provide examples to our statements and prove
their optimality by existing bounds and our improved bound for
linear codes. We conclude the paper in Section VI.



II. DEFINITIONS AND PRELIMINARIES

In this section, we give the basic definitions and preliminaries
that will be used in the paper. We use the notation [1] to define
the set {1,...,n}. For a length-n vector v and a set Z C [n], we
denote by v7 the vector v punctured on the set Z. A linear code
over GF (q) of length n, dimension k, and minimum distance
d will be denoted by [n,k,d];, and a non-linear code will be
denoted by (1, M, d) where M is the number of codewords. The
dual code of a linear code C will be denoted by C-. We use the
notation S(¢) to denote the support of a codeword ¢. We follow
the conventional definition of locally repairable codes [15], [16],
[22], which is stated as follows.

Definition 1. The ith code symbol, i € [n], is said to have locality
r if there exists a repair set R; of size at most r, such that if it
is erased then it can be recovered by solely reading the symbols
from the set R;. A code C is said to have all symbol locality r if
all its symbols have locality r. Similarly, a systematic code C is
said to have information locality r if all its information symbols
have locality r.

Let us first show that the bound (2) can be improved for the
family of linear codes with all symbol locality. First, we denote
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linear code with minimum distance d’ over a given alphabet of
size q.

(n’,d") the largest possible dimension of a length-n’

Lemma 2. For any [n, k, d|; linear code with all symbol locality
r, we have

k< min
1<t< 8] —1, tezt

Proof: We follow the proof from [2] which consists of two
parts. The first part is the same and thus we use Lemma 1 from
[2], stated here for linear codes: Let C be an [n,k,d], linear
code with all symbol locality r. Then, for all 1 < t < k/ 7,
t € 7, there exists a set Z C [n], such that |Z| = t(r + 1),
and kg < tr, where kz = log, {cz:ceC}|.

The second part of our proof is different from [2]. The key
point in our proof is to identify a shortened linear code, and then
study the bound of this specific shortened linear code, while the
proof in [2] is based on a probabilistic counting argument. Let
t be a positive integer, 1 < t < fﬂ —1, and Z C [n] be as
constructed in the first part. Then, we consider the code Cg =
{ciup\z : €z = 0 and ¢ € C}. Since the code C is linear, the

size of the code Cg is "%z and it is a linear code as well.

Moreover, the minimum distance D of the code Cg is at least
d,ie., D > d. Thus, we get the bounds

k—kr <K, ,(n—|T],D) <K, ,

Therefore, we conclude that

K<k (n—|Tld)+kr <K, ,

{tr+k§qjopt(n —tr+ 1),d)} .3

(n—|Z1,4d).

(n—t(r+1),d)+tr
|
Note that, for linear codes, our bound (3) is strictly tighter
than the bound (2) in some cases. For example, for parameters
n=28d=6,r=28,and g = 2, bound (3) and the online

table for kgi)opt [20] gives k < 17, whereas bound (2) and the

online table for ki) [1] gives k < 18.

In many papers, a code with all symbol locality which attains
the bound (1) is called an optimal LRC. However, due to the
ceiling operation in the bound, there may exist two codes with

the same parameters 7, k, and d, but different localities, both
achieving bound (1). Obviously, although they are both optimal
LRCs, the code which has smaller locality is a better one. Thus,
we prefer a slightly different definition of optimality which
depends on the code properties rather than on specific bounds.

Definition 3. An [n, k, d]; linear code C with locality r is said to
be d-optimal, if there does not exist an [n,k,d + 1], code with
locality r. Similarly, it is called k-optimal if there does not exist
an [n,k +1,d], code with locality r, and it is called r-optimal if
there does not exist an [n, k, d]; code with locality r — 1.

Example 1. Let us consider the binary Simplex code C with
parameters [2" — 1,m,2"~1]. It was proved in [2] that this code
has all symbol locality » = 2 and it is r-optimal for these given
parameters. Since this code satisfies the Plotkin bound, it is d-
optimal and k-optimal as well.

Unless stated otherwise, all codes mentioned in the rest of the
paper are binary codes. We consider only codes with all symbol
locality, and thus when saying that a code has locality r we refer
to all symbol locality.

III. CycLic LINEAR LRCs

In this section, we give our main result for cyclic linear LRCs.
We also present several examples. We start with a simple result
on the locality of the code symbols. Even though it has been
mentioned before, see e.g., [6], [7], [13], [16], [17], we state
and prove it here for completeness.

Claim 4. For a binary linear code C, if its ith coordinate, i € [n],
belongs to the support of a codeword in C+ with weight r + 1,
then the ith code symbol has locality .

Proof: Assume that there exists a codeword ¢’ € C1 such
that ¢; = 1 and wy(c’) = r+1. Let R; = S(c’) \ {i}. Then for
all ¢ € C, ¢; = Yjeg, ¢j and from Definition 1, the ith symbol
has locality 7. n

The next observation is an immediate consequence of the
preceding claim.

Observation 5. Let C be an [, k, d] cyclic linear code, and let d--
be the minimum distance of its dual code C*. Then, the code C
has locality d+ — 1.

Next, we give several examples to illustrate how the locality
of codes can be determined from Observation 5 and then study
their optimality.

Example2. Let C be the [n = 2" — 1,k = 2" -1 —
m,d = 3] cyclic binary Hamming code. Its dual code is the
[2™ —1,m,2™~1] cyclic binary Simplex code. Therefore, the
Hamming code has locality » = 2"~1 — 1. Since it is a perfect
code, it is both d-optimal and k-optimal. In order to show r-
optimality, let us assume to the contrary that there exists an
[n,k,d] code with locality # = 2"~ — 2. According to the
bound in (2) for t = 1, we have that

k<t 4Ky (n—Hp+1),d) = 2" — 2+ k3 (2", 3)
(@)

<om=t_pyoml (1) =2"—m—1,

where step (a) is from the Hamming bound. Thus, we get a
contradiction to the value of k. We also get from Observation 5
that the Simplex code has locality 2. This gives an alternative
proof to the one given in [2] in case the code is cyclic.



TABLE I
OPTIMALITY OF DBCH CODES AND ITS DUAL.

C n k d r d-opt | k-opt | r-opt
m=4 15 7 5 3 v v v
m=2>5 31 21 5 11 v v ?
m=6 | 63 51 5 23 v v ?
m=7 | 127 | 113 5 55 v v ?
m=28 | 255 | 239 5 111 v v ?

ct nt |kt | dt [ vt | doopt | k-opt | r-opt
m=4 15 8 4 4 v ? ?
m=2>5 31 10 12 4 v v ?
m=6 | 63 12 24 4 ? ? ?
m=7 | 127 14 56 4 v ? ?
m=8 | 255 16 112 4 ? ? ?

TABLE II
MINIMUM DISTANCE AND MAXIMUM WEIGHT OF THE DUAL CODES OF
DBCH coDESs AND TBCH cODES [10].

Dual of 27 — 1,2 — 1 — 2m, 5] DBCH codes
Parameter Oddm >3 Even m > 4
Minimum distance om—1 _ 2(m+1) 2-1 om=T1 _ Z(WH—Z) 2—1
Maximum weight om—1 +2(m+1) 2-1 om—1 +2(m+2) 2-1
Dual of 2" —1,2™ —1 — 3m,7] TBCH codes
Parameter Oddm =5 Evenm>6
Minimum distance | 2"~ 1 —20ntD)/2 [ om-T _o(m+4)/2-1
Maximum weight Zm—l T 2(m+l)/2 2m—1 4 2(m+4) 2—1

Example 3. Here we consider the [23,12, 7] cyclic binary Golay
code C. Tts dual code C is the [23,11, 8] cyclic binary code.
Hence, we conclude that C has locality ¥ = 7 and the dual code
C* has locality 7~ = 6. The code C is both d-optimal and k-
optimal since it is a perfect code. C- is d-optimal due to the
Hamming bound, and k-optimal due to the online table [20].
The r-optimality of these two codes is proved in a similar way
to the proof in Example 2.

Example 4. Let C be the cyclic double-error-correcting binary
primitive BCH (DBCH) code with parameters [2" — 1,2 —
1—2m,5] (m > 4). Its dual code C has parameters 2" —
1,2m,2m=1 — ZL”’/ZJl [10]. Therefore, we conclude that C has
locality » = 2"=1 —21"/2] _ 1 and C* has locality r- = 4. We
utilize the bound from Lemma 2 and the online table from [20]
to check the d-optimality, k-optimality, and r-optimality of the
DBCH codes and their dual codes. The results are summarized
in Table I (v indicates that we could prove its optimality while
? represents that we could not verify the optimality).

IV. MORE CONSTRUCTIONS OF LRCs

In Section III, we showed a simple property of the locality
of cyclic linear codes. In this section, we show how to find the
locality of codes which can be obtained by the operations of
Extend, Shorten, Expurgate, Augment, and Lengthen on existing
LRCs. For a binary vector ¢, ¢ is the complement vector of c.
For a code C, C is defined to be C = {¢ : c € C}.

A. Extend Operation

The extended code of an [n, k,d] code C is an [n + 1, k, dox]
code C,yt with an overall parity bit added to each codeword,

n

Cext - {(Cll' ~-/Cnrcn+1) : (Cl/'° '/CVl) 6 C/Cn+1 - Z Cl} 7
i=1

where dpyt = d + 1 for odd d and d,.,; = d for even d. We use

the notation ijt to denote the dual code of Cey.

Lemma 6. Let C be an [n, k, d] linear binary code with locality r.
If the maximum Hamming weight of codewords in C+ is n — r,
then the extended code C,yt has locality teyt = 7.

Proof: For every i € [n], there exists a set R; of size at most
r such that the ith symbol is recoverable from the set R;. Thus,
we only need to prove this property for the (1 + 1)st symbol.
Since the maximum weight of codewords in C L is n — r, there
exists a codeword ¢ € C* such that wp(c) = n — r. Note also
that the vectors (c,0) and 1 are codewords in Cj.,. Therefore the
vector ¢/ = (¢,0) +1 is a codeword in C;}; and its Hamming
weight is  + 1. Hence, from Claim 4, we get that the (1 + 1)st
symbol can also be recovered by a set of r other symbols. MW
We have the following corollary for cyclic linear binary codes
where r = d- — 1.
Corollary 7. Let C be an [n, k,d] cyclic linear binary code and
let d* be the minimum distance of its dual code. If the maximum
Hamming weight of codewords in C* is n +1 — d*, then the
extended code C,yt has locality 7oyt = dt —1.

Example 5. Let C be the [2" —1,2"™ — 1 — m, 3] cyclic binary
Hamming code. Its extended code C,y+ has parameters [2’”, 2m —
1—m, 4}. The dual code Ct is the Simplex code, which has
constant Hamming weight 2"~1. Hence, the condition from
Corollary 7 holds and the extended Hamming code Cey has
locality rext = d+ —1 = 2""1 — 1. C,y is both d-optimal and
k-optimal according to the Hamming bound. To show that it is
also r-optimal, let us assume to the contrary that there exists a
[2™,2™ —1 —m, 4] code with locality # = 2"~1 — 2. According
to bound (2) for t = 1, we have
(a)

kext <2M 71— 2+k§2(2m_1—|— 1,4)= om=1_ 2_‘_k§2(2m—113)
(0)

<om=t_pgomtl (1) =2"—m—1.

Thus, we get a contradiction to the value of key. In the above
proof, step (a) is from the property that A(n,2s —1) =
A(n +1,2s), where A(n,d) denotes the largest number of
codewords M in any binary code (n, M, d) [11]. Step (D) is
from the Hamming bound.

Example 6. Let C be the [23,12,7] cyclic binary Golay code.
The extended Golay code Cey is a [24,12, 8] code. According
to the weight distribution of C L. its minimum distance is 8 and
its maximum Hamming weight is 16 [3]. Hence the condition
in Corollary 7 holds and C,y; has locality dt—-1=7. Similarly
to the arguments above, this code is d-optimal, k-optimal, and
r-optimal.

Example 7. In this example we study the extended primitive
binary BCH codes.

1) We consider the [2™,2™ —1 — 2m, 6] extended code Cy;
of the double-error-correcting BCH (DBCH) code C from Exam-
ple 4. From the minimum distance and maximum weight of C*,
listed in Table II, we conclude that the condition in Corollary 7
holds. Thus, Cey; has locality 7oy = 21 — 2Lm/2] 1. Coyy is
d-optimal due to the Hamming bound.

2) We also consider the [2,2™ —1 — 3m, 8] extended code
Cext of the triple-error-correcting BCH (TBCH) code. Similarly
to the previous case, according to the minimum distance and
maximum weight of CL from Table II, we conclude that
the condition from Corollary 7 holds and C.y has locality
Fext = 2M=1 —2lm/241] _ 7 For m > 6, Cpx is d-optimal
from Hamming bound. For the m = 5 case, C,y; has parameters
[32,16, 8], and it is d-optimal from the online table for linear
codes [20].

Next, we show the locality of the dual of the extended code.



Lemma 8. Let C be an [n, k, d] cyclic linear binary code with odd

minimum distance d. Then, the code CeJ;Ct has locality rﬁ;d =d.

Proof: Since d is odd, each codeword with weight d in C
generates a parity check bit 1. Since C is cyclic, for any i € [n],
i belongs to the support of some codeword (¢, 1) € Ceyt, Where
¢ has weight d. Moreover, the support of (¢, 1) also contains
coordinate 7 + 1. Thus, from Claim 4, every ith symbol of C’gJ;Ct,

i € [n+1], has locality d. ]

Example 8. Let C be the [n = 2" — 1,k =2" -1 —m,d =

3] cyclic binary Hamming code. CeJ;d is the biorthogonal code

[nl, = 2m klt =m-+1 dlt = 2"=1]. From Lemma 8, C,.

ext 7 ex 7 Tex ext
has locality 7., = d = 3. C.., is both d-optimal and k-optimal

according to the Plotkin bound. Its r-optimality is proved in a
similar way to the previous examples.

B. Shorten Operation

For an [n,k,d] code C, its shortened code Cs is obtained by
removing one (here we take the last one) of its coordinates, i.e.,

CSI{(Cl,.. .,Cnfl,O) EC}

We assume here that there is a codeword ¢ € C such that ¢, =
1. Otherwise, we will remove another coordinate satisfying this
condition. The code Cs has parameters [n — 1,k — 1,ds > d|
and its dual code is denoted by C;-.

.,Cnfl) : (Cl,..

Lemma9. Let C be an [n,k,d] linear code with locality r (r >
2). The shortened code C; has locality r orr — 1.

Proof: Since C has locality r, for all i € [n — 1], the ith
code symbol has a repair set R; with respect to C of size at
most r. If n ¢ R; then this symbol has the same repair set
also with respect to the shortened code Cs. Otherwise, note that
if ¢ € Cs then we have (¢,0) € C, but since we know that
necessarily the nth symbol is zero we conclude that the ith
symbol is recoverable also from the set R; \ {n}. ]

In [5], the puncture operation was defined to be the shorten
operation here. It was claimed there the locality remains 7,
however as we shall see in the next example the shortened
code can have locality r — 1. The following is an immediate
conclusion for cyclic linear binary codes.

Corollary 10. Let C be an [n, k, d] cyclic linear binary code, and
let d+ (d+ > 3) be the minimum distance of its dual code. Then,
the code Cs has locality either d — 2 or d+ — 1.

Example 9. Let C be the [2" —1,2™ —1 — m, 3] cyclic binary
Hamming code. Its shortened code C; is a [2" —2,2™ — 2 —
m, 3] code and from Corollary 10 it has locality d- — 2 or d+ —
1, where d- = 2"~1. We show that it has locality d+ — 2.
According to the proof of Lemma 9, it is enough to show that
for every i € [n — 1], the ith code symbol has a repair set R; of
size 2~1 — 1 which contains the nth coordinate. Or, according
to Claim 4, it is enough to show that there exists a codeword
¢ € C* such that ¢; = ¢, = 1 and wy(c) = 2"~ 1. We can omit
the last requirement on the weight since all nonzero codewords
in C1 have the same weight 21 Let ¢1,cp € CL be two
codewords such that ¢;; = ¢, = 1. If c1, = 1 orcy; =1
then we are done. Otherwise, the codeword ¢ + c; satisfies this
property. The d-, k-,and r-optimality of Cs is proved in a similar
way to the previous examples.

C. Expurgate, Augment, and Lengthen Operations

For an [n,k,d] code C having odd weight codewords, the
expurgated code Ceyp is a sub-code of C which contains only
the codewords of even weight. That is,

Cexp = {c:c € C,wp(c) is even }.

Cexp is an [n,k — 1, Wpin,] code, where Wi, denotes the
minimum positive even weight of codewords in C. We denote
by CEJ;CP the dual code of Ceyp and note that CEJ;CP =Cctuct.

For an [n,k,d] code C which does not contain the all ones
codeword 1, its augmented code C, is the code C UC. C; is
an [n,k+ 1, min{d, n — wmax }| code, where wmax denotes the
maximum weight of codewords in C. We use the notation C;-
to denote the dual code of C,.

According to these definitions, if the code C is cyclic then
the expurgated and augmented codes of C are cyclic as well.
Hence, we have the following two observations for an [n, k, d]
cyclic binary code C:

1) If C has an odd weight codeword, then C,yp has locality
fexp = min{dt, n — wi,, } — 1, where wi,, is the maximum
Hamming weight of codewords in Ct. (Here, we assume
Wiy < 1 — 1, since Wi, = 1 — 1 is not an interesting case.)

2) If C does not contain the all ones codeword 1, then C, has
locality r, = w#line — 1, where wéﬁ is the minimum positive
even weight of codewords in C.

For an [n,k,d] code C which does not contain the all ones
codeword 1, the lengthened code C; is obtained as follows.
First, the code C is augmented to the code C, = C UC. Then,
C, is extended. Thus, C; = {(c1,...,Cn,Cne1) @ Cpy1 =
® ¢ and (c1,...,cy) € CUC}. After the lengthen opera-
tion, the code’s length and dimension are increased by 1. By
leveraging the results from the augment and extend operations,
we conclude that if the minimum positive even weight of
codewords in C is wﬁ;line, and the maximum Hamming weight
of codewords in C,} isn+1— w#line,
Cy has locality rp = wrfline — 1. An operation similar to the
lengthen operation, called enlarging, was proposed in [5]. Under
the enlarging operation, the code length, dimension, and locality
are increased by 1.

V. REED-MULLER CODES

ne

then the lengthened code

Even though Reed-Muller (RM) codes are not cyclic codes,
they still have some similarity to cyclic codes. This motivates
us to study their locality. A pth-order linear binary RM code
RM(u, m) has code length n = 2™, dimension k = Y'! (),
and minimum distance d = 2™ 7H,

In [18], two classes of codes with locality 2 and 3 are
constructed based on the generalized RM codes of first and
second orders. Here, we focus on the binary RM codes, and
prove their locality as follows. We note that ideas on an
alternative proof of this property were mentioned in [18], but
we chose to prove it here for the sake of completeness of our
discussion on binary codes.

Lemma 11. Let RM (u, m) be a uth-order linear binary RM
code. Then it has locality r = d+ — 1 = 241 — 1.

Proof: Tt is known the dual code of RM(u, m) is
RM(m— p—1,m), and the minimum weight codewords of an
RM code generate all its codewords [10]. Therefore, every co-
ordinate i, i € [n], belongs to the support of a certain minimum



TABLE III
CYCLIC LINEAR BINARY LOCALLY REPAIRABLE CODES.

C n k d [4 d-opt k-opt r-opt
Hamming code 2 —1 2" —1—m 3 2T 1 v v v
Simplex code 2Mm 1 m 2T 2 v v Ve
Golay code 23 12 7 7 v v v
Dual of Golay code 23 11 8 6 v v v
DBCH code (1 > 4) 2m —1 2" —1—2m 5 2m=1 _21m/2] 1 | Table I | Table I | Table I
Dual of DBCH code (m > 4) 2m 1 2m om=1 _p[m/2] 4 Table I | Table I | Table I
Extended Hamming code 2m 2m —1 —m 4 2T 1 v v v
Extended Golay code 24 12 8 7 v v v
Extended DBCH code (m > 4) 2 2" —1—2m 6 om=T _p[m/2] v ? ?
Extended TBCH code (m > 5) 2 2" —1—3m 8 2m=T _plm/2H1] _q v ? ?
Biorthogonal code 2m m+1 2m=1 3 v v v
Expurgated Hamming code 2m—1 2Mm —2 —m 4 2T _3 v v v
Expurgated DBCH code (m > 4) 2m 1 2" —2 —2m 6 2m-T _olm/2] _ 5 v ? ?
Expurgated TBCH code (m > 5) 2m 1 2" _ 2 — 3m 8 om=T _p[m/2+1] _ 3 v ? ?
Augmented Simplex code 2M 1 m+1 2T 1 3 v v v
Shortened Hamming code 2Mm 2 2" 2 —m 3 2m-T_ 3 v v v
Shortened Simplex code 2m —2 m—1 2T 1 v v v
RM(u, m) 2M NG QMK 20 T ? ? ?
Cyclic RM (i, m) 2 1 NG 2R ] 27T ? ? ?
Dual of cyclic RM (u, m) 2m—1 wa (P -1 2HFT 2m=H—2 ? ? ?
Construction 1 in [7] (m > 2) 2 1 S (r+1]n) 2 r v v v
Construction 2in [7] (m>4) [2"—1@Jm) | 2(2"-1)—m 6 2 ? v v
Construction 3 in [7] (m > 4) 2™ —1 (2|m) %(2"’ —1)—2m 10 2 ? ? ¢ v

“r-optimality is proved in [2].
bk-optimality is proved for m > 8 in Theorem 3 of [7].

“With assumptions that the repair sets are disjoint and k is even, k is proved to achieve its upper bound in Theorem 2 of [7].

dy-optimality can be proved for m > 6.
weight codeword of RM (m — p—1,m). To see that, assume
to the contrary that there exists a coordinate j, j € [n], in which
all the minimum weight codewords of RM(m — p — 1,m)
have value 0. Thus, the linear combinations of all the minimum
weight codewords cannot produce the all ones codeword 1,
which is a valid codeword. Thus, we get a contradiction, proving
that RM (p, m) has locality r = d+ — 1 = 2#+1 — 1, ]

Finally, we mention that a pth-order cyclic RM code C is a
2" —1,%%, (%),2"* — 1] punctured RM code, represented
in a cyclic form [10]. Its dual code C™ is also cyclic and is a
2" - 1,2, () — 1,24*1] code. From Observation 5, C
has locality » = 2#*1 — 1, and C has locality - = 2"~ H — 2,

VI. CONCLUSION

In this work, a variety of linear binary LRCs are investigated
and their optimality is also studied. Our results are summarized
in Table III (Due to space limitations, some codes have
been given without proofs), where v means we can prove the
optimality of the given codes, whereas ? means we cannot verify
the optimality of the given family of codes. Table III also
includes the results from [2] and [7]. For future work, we plan
to extend the current results to non-binary codes.
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