IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, VOL. 19, NO. 9, SEPTEMBER 2001 1793

Combined MMSE Interference Suppression and
Turbo Coding for a Coherent DS-CDMA System

Kai Tang Student Member, IEEEaurence B. MilsteinFellow, IEEE and Paul H. SiegeFellow, IEEE

Abstract—The performance of a turbo-coded code division ratios (SNR) lower than the thresholds corresponding to the
multiaccess system with a minimum mean-square error (MMSE) channel cut-off rates, where our interest lies. In order to
receiver for interference suppression is analyzed on a Rayleigh apply the union bound analysis to the turbo-coded CDMA
fading channel. In order to accurately estimate the performance . . . .
of the turbo coding, two improvements are proposed on the sy.st.em,two- Improvements ar-e- proposed n t.h|s paper. F|rst,.the
conventional union bounds: the information of the minimum Minimum distance of a specific interleaver is used to modify
distance of a particular turbo interleaver is used to modify the the average weight spectra, giving a more accurate estimate
average weight spectra, and the tangential bound is extended for the performance offered by the specific interleaver in the
to the Rayleigh fading channel. Theoretical results are derived error-floor region. Second, the tangential bound is applied to

based on the optimum tap weights of the MMSE receiver and . .
maximume-likelihood decoding. Simulation results incorporating the Rayleigh fading channel to extend the usefulness of the

iterative decoding, RLS adaptation, and the effects of finite inter- Modified bound to the region below the cutoff rate.

leaving are also presented. The results show that in the majority of ~ Based on these improvements, we study the performance of

the scenarios that we are concerned with, the MMSE receiver with 3 turbo-coded DS-CDMA system with an MMSE receiver on

a rate-1/2 turbo code will outperform a rate-1/4 turbo code. They - payjeigh fading channels. The performance tradeoffs associated

also show that, for a bit error rate lower than 10~*, the capacity . . . . .
with the allocation of bandwidth to turbo coding and spreading

of the system is increased by using turbo codes over convolutional ) ’ -
codes, even with small block sizes. are investigated. In addition, the performance of the turbo-coded

Index Terms—Code division multiple access (CDMA), interfer- system is compared to that of a convolutionally coded system

ence suppression, land mobile radio cellular systems, turbo codes. With comparable hardware complexity.
This paper is organized as follows. The structure of the turbo

encoders and the two improvements on the conventional union

bound are given in Section Il. Section Il presents the model
HE CAPACITY of a DS-code division multiple accessof the CDMA system and the analysis of the MMSE receiver.
(DS-CDMA) system is primarily limited by multiple ac- Finally, results and conclusions are provided in Sections IV and

cess interference (MAI) and multipath fading. Various multiusé, respectively.

receivers for DS-CDMA systems have been considered over

the past few years. In [1], the performance of a convolution- Il. TURBO CODES

ally coded CDMA system with a minimum-mean-square error

(MMSE) receiver for interference suppression has been ar%;i— Encoder

lyzed. The tradeoff between the time diversity, achieved by con-The turbo encoder considered in this article consists of two

volutional coding and interleaving, and the interference supr more identical rate-1/2 recursive systematic convolutional

pression, achieved by the adaptive MMSE receiver, was studi€dSC) encoders, each separated by a pseudorandom interleaver

It was shown that higher rate convolutional codes may provi@é block sizeN. The parity bit streams are punctured, if nec-

superior performance in a CDMA system with an MMSE reessary, and then transmitted together with the systematic bit

ceiver, in contrast to the situation with a conventional matchestream. At the end of each transmission block, only the first

filter (MF) receiver. encoder is driven back to the all-zero state through the trans-

Recently, turbo coding has been adopted in wireless comniuission of tail-bits, whereas the remaining encoders are not ter-

nication systems to improve the system quality and capacifinated. For the first encoder, the trellis termination scheme of

Simulation is typically employed to study the performancéd3] is used, wherein the encoder feedback bit is taken as the en-

since the conventional union bound based on the conceptcefler input and transmitted together with the parity bits. There-

“uniform interleaver” [2] becomes useless for signal-to-noig@re, the turbo code witl/ constituent codes is equivalent to a

(N+M-N(1/ro—1)+v/re, N)block code, where, is the
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where the approximation is valid for practical valueshdfr, d = w + h. The coefficients; andb, can be obtained by the
andr. relations

In this paper, turbo codes with different code rates are consid- B
ered. The first encoder uses two rate-1/2 constituent encoders ta = ZAw,d—w (5)
with the generator matrikl, (1 + D?)/(1 + D + D?)), and w
the two parity sequences are alternately punctured, yielding g _ w
overall rate of approximately 1/2. For the rate-1/4 code, two by = Z NAw,d—w (6)
coding schemes, labeled as code “A” and code “B,” are con- w
sidered. Encoder “A” employs three identical component COdF‘éspectively.

with the generator matri1, (1 + D?)/(1 + D + D?)), and  The weight enumerating functio(w, Z) can be expressed
no puncturing is used. Encoder "B” employs two rate-1/3 COfy; terms of the conditional weight enumerating functions
stituent codes with generator matiix, (1 + D?)/(1 + D + A@(w, Z),i = 1,2,..., M, of the M constituent codes
D?), (1+D)/(1+ D+ D)) [4]. The second parity bit streamsaceording to [2]

of both constituent codes are punctured alternately, resulting in

an overall rate of approximately 1/4. Code “A” is the default H AD(w, Z)
rate-1/4 coding scheme for our results, unless otherwise stated. i

A(w7 Z) = W (7)
B. Union Bound <w )

In deriving analytical performance bounds, we assume that a - ) ) )
maximum-likelihood (ML) decoder is used to decode the turdgnally: the —conditional ~weight enumerating functions

codes. Although in practice an iterative decoder will be used,” (%: Z) of the constituent block codes can be derived

the bounds are useful at high enough SNR, where empirical ét;p_m the transfer function of the constituent convolutional

idence indicates that the performance of the ML decoder will tgéz:jes. A computationally efficient algorithm for determining

approached as the number of decoding iterations increases.”  (#; %), that takes into account the puncturing scheme, is
The word error probability and bit error probability of ardven in [6].

(L, N) linear block code can be upper bounded by [5] C. Modified Union Bound

L The union bound based on the uniform interleaver represents
P <> taPa(d) (2) an average over all possible interleavers, and the simulation
d=ds results show that particular pseudorandom interleavers usually
and offer performance close to the average until the error-floor re-
L gion is reached [2]. In the error-floor region, the performance
LS ;; baPa(d) ®) may differ because of the different values of the free distance
=ar

produced by different interleavers. The difference can be as

respectively, wheré(d) denotes the pairwise error probabilitygreat as an Ofdef of magnitude, requiring some mOd'f'Cat'O.n S
for codewords with Hamming distandeHere £, is the number Fo the average union bound that reflect properties of the specific
of codewords with Hamming weightandb, is the total weight interleaver. .
of the information bits for codewords with Hamming distanc? Let us take the rate-1/2 code as an example. The minimum
d, normalized by the number of information bits per blogk, ree dlstancg among the codes produced_ by all turbo inter-
The sets of all pairsd, t;) and @, ba) represent the code leavers,d;, is found to _be 3, corresppr_ldlng to the pattern
weight spectra, which are determined by both the constituélqp +++ 0011100 --- 00) in both the original and permuted
encoders and the structure of the specific permutation. unfdiPut sequences. In the worst case, pur)ctur_lng may result in
tunately, determining the full weight spectra with a particuIe{redund"’mCy weight of zero from both parity bit streams. How-

permutation is computationally prohibitive for realistic value§Veh the probability of choosing a pseudorandom interleaver

of N. In [2], a probabilistic permutation called a “uniform inter-WhiCh gives this minimum distance is small. As proven in [7],

leaver” was introduced, which represents an average of all pg%e_z contribution to the free distance from codewords with input
sible interleaving permutations. The uniform interleaver map ightw > 3 becomes negligibly small for large block size,

given input sequence of lengfii and weightw into all distinct ?pgusehoffthe j'o—called. “|nterle|§1|;/e|r galtr)l.” ﬁ(s?pfp;roqch?s
(1\) permutations of it with equal probability/(f“). infinity, the free distance is more likely to be the “effective free

“With the help of a uniform interleaver, the a{}}erage values gllstance," defined as the minimum weight among codewords

tq andb, can be determined. The weight enumerating functioqprresponding to input words of weight 2. For our rate-1/2

of the turbo code, conditioned on the input weight, is defined ggde, the eﬁec_tive free distance s+ 2 + 2 = 6 with
equal contributions of two from the systematic bits and the

4) two punctured parity bit streams. Thus, we expect to find a
pseudorandom interleaver resultingdn:, = 6 for practical
values of N without much difficulty.

where 4,, ;, denotes the number of codewords with input For a given value ofV, the values of the coefficients are

weightw and redundancy weighit, yielding the total weight usually smaller than unity for the first few terms. However, the

A(wa Z) é ZA'zu,hZh
h
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TABLE |
AVERAGE WEIGHT SPECTRUM FOR THERATE-1/2 TURBO CODE
WITH N = 190
d 3 4 5 6 7 8

ty | 79E-3 | 1.7E-2 | 3.6E-1| 4.6 2.5 13.7

i by | 1.3E-4 | 1.9E-4 | 4.7E-3 | 49E-2 | 3.6E-2 | 0.15

60 . . : . ) . L
[}

d q; 10_3

Fig. 1. Weight spectrum based on uniform interleaver for the rate-1/2 turbE

code withN' = 190, compared to the entropy envelope of the random blocl”D 107
code.

coefficientst, corresponding to a particular interleaver alway:
take on integer values. Denote the valtg$or a particular in- 10

. . . . . - Un‘onB. d
terleaver ast’, and defineZ, as the set of the interleavers with ~_ Modified Union Bound
t, # 0. We have o [mation___ : ; . ; ; ;
0 0.5 1 15 2 2.5 3 35 4 45 5
A Eb/NO (dB)
|Id
ta= w th w Z a2 Nt Z (8) Fig. 2. Comparison between the conventional union bound and the union
i€y i€y bound based on the modified weight spectra, for the rate-1/2 turbo code with

N = 190 on the AWGN channel. Simulation results are also shown.
For a particular value of Hamming distan€eif Zd 4, ta <1,
define a bit position already chosen in any of teprevious selec-
tions. As a rule of thumb, for an interleaver with block si¥e
p, A Z 7, ) S < \/N/2 is chosen_. For the block ;iz& = 190, we found
) such an interleaver witlh = 8. In our simulation with the par-
d=dy ticular interleaver, all the error events encountered have Ham-

If we defineZ,- as the set of interleavers yielding a minimunining weights at least 8, suggesting,, = 8. We therefore

distance greater that, the size ofZ;- . is lower bounded by modify the average weight spectrum to reflect the, of the
specific interleaver, setting

d

Zasar| 2 N1 = > T4 (10) td, d > duin
d=d;

or tg = Z tda d= dmm
d=d;

d d’ .
e L7 EE T L T Ty et R |
N! N! A similar modification is also applied to eadh. The union

d=d d=d
! ! bounds based on the modified weight spectra are shown in

In other words, the probability of randomly choosing an intelig. 2. It can be seen that the modification hardly changes the
leaver yielding minimum distancg,,;, > d’ is atleastl — P;,. results in the “water-fall” region at lower SNRs but greatly
For the rate-1/2 code witlv = 190, the values of, are shown improves the accuracy of the performance estimates in the
in Fig. 1 and the initial terms of the average weight spectruarror-floor region at higher SNRs.
are shown in Table I. We founB; = 3~ _. 4 ~ 0.39, which To verify the validity of the proposed modification, we com-
implies that at least 61% of all possible interleavers producepate a few initial terms of the weight spectra for the rate-1/2 code
dmin > 6, as predicted by the effective free distance. with the specificS-Random interleaver, using the algorithm in
There are numerous approaches to optimizing the turbo-cdég The true spectra are compared to our modified spectra in
interleaver design [3], [8], some of which may leaditg,, even Table Il, and it is evident why the modified union bounds yield
larger than the effective free distance. In our system, we adoptetietter estimate for this specific interleaver than the conven-
the so-called S-Random” interleaver [3], which prohibits thetional union bounds. The modification to the union bounds is
mapping of a bit position to another within a distant® of used in the performance analysis that follows.
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TABLE I derivation is an inequality due to Gallager [14]. Let the event
MODIFIED WEIGHT SPECTRAVERSUS THEACTUAL WEIGHT SPECTRA FOR THE corresponding to an error at the output of the decoder be
RATE-1/2 TURBO CODE WITH THE CHOSEN S-RANDOM INTERLEAVER . . .
(doin = 8), N = 190 denoted byE. The probability of decoding errd?. satisfies
P.<Pi[E,y € R]+Pily ¢ R| (14)

d 8 9 10

where R is some prespecified region (volume) in the obser-
vation space around the transmitted codeword. For the fading
average spectra | by | 0.24 | 0.16 | 0.49 channel, the inequality above can be expressed by

modified tg {21.2 ] 10.2 | 34.0

actual ta1 19 | 3 | 29 P. = Eq Pr[E|a] < E, Pr[E, y € Rla] + Eq Prly ¢ Rla]
(15)

spectra bg | 0.21]0.03 | 0.33

where E, denotes the expectation with respect to the fading
vector distribution.
Conditioned on the fading amplitude vectarthe mean value
The union bound, by its nature, becomes quite loose at SNé¥ghe received vector for each possible codeword has the same
lower than the threshold corresponding to the channel cuteffiergy and is located on drdimensional sphere with radius

rates. There have been several tighter bounds proposed receTnQy /EL o2, asillustrated in Fig. 3. Letbe an orthonormal
H [P i=1 """ i
[10]-{12], which can be adopted to extend the useful r€9IGfh nsformation of the noise vectarso that the components Bf

lower than the cutoff rate on AWGN channels. However, the%ﬁ"e independent Gaussian random variables with zero mean and

improved bounds are not readily applicable to wireless co ie same variance?, but 2, is directed from the transmitted

munication systems, where fading channels are more typic deword.a? x,, toward the origin. The regioR for the tan-
In the following, we extend the tangential bound [13], [12] t antial bound is: defined as

an ideally interleaved Rayleigh fading channel. The tangent
bound is chosen because it offers a balance between computa- R={y
tional complexity and the degree of improvement over the union
bound. Since only the weight spectrum is needed in the compuherep is a parameter to be optimized.
tation, this bound applies to any linear block code, including The second term on the right-hand side of (15) can be written
parallel and serial concatenated turbo codes. as [15]

We assume a frequency-flat slow-fading channel. The output
of the encoder is mapped to a sequence of BPSK symbols, de- £ Prly ¢ R|a],
noted by arn.-dimensional real vectok. Herel is the number = Fqo [Q (ﬁ }
of coded bits per code block and € {+1},¢i =1, ..., L. OL I—1 .
Assuming a coherent receiver with perfect phase synchroniza- _ <1 - Np) <L -1 +j> <1 + Np)J (17)
tion and no inter-symbol interference (ISl), the received signal N 2 = J 2
is described by

D. Tangential Bound

21 < pr} (16)

where
Y = ;T + Ny, i=1,..., L (12)
Yep?
where o =\ T (18)
v = [y, ¥, ..., yr]Y  L-dimensional received vector;
n=[ng, no, ..., nr]Y random noise vector whoseAlternatively, this term can be represented using another form

components are independentf the Gaussian Q-function [16]
Gaussian random variables with

/2 —L
zero mean and common variance g prfy ¢ R|a] — l/ / {1 N Veb” } w19
T Jo

ity sin’ ¢
— T i [
a=[o, a, ..., ar] fading amplitude vector con-\yphenris large, this form provides an efficient method to eval-
sisting of i.i.d. Rayleigh random uate (17)
variables. .

Let E; denote the event that the received vector is closer to
hgme codeworgt; at Hamming distanceé from the transmitted
codewordx,, than toxg itself. The distance betweesf x, and
Fulr) =20 "> 0. (13) alxjislo ; =2/3cx, , of With Xy, ; defined as the set of

E[a?]=1,i=1, ..., L, and the density of; is given by

- . A .
positions wherex; differs fromxg: Xo ; = {é: @0, # x4}

The noise variance is determined &% = 1/2y., wherey, = The distancé, in Fig. 3 is given by

E,/No = R.E,/N,.

The derivation of the tangential bound over the fading I\ 2
channel closely follows that of the tangential bound on the I =/r2— <%> = Z a?. (20)
AWGN channel presented in [12]. The starting point for our i¢Xy
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et = - mmmmmmmm

Fig. 3. lllustration of the tangential bound.

For simplicity of notation, we define two random variables  Substitution of (17) and (24) into (15) yields the following tan-
gential bound:

and

(d) Z o L
i¢Xo, ; P. < mln { Z tdE @ ()
d=d;
= 3" ol o @
iC Ao, . / Q Q(d) (r—21) | f2(21)dz
> o\

They are independent normalized Chi-square random variables
with degrees of freedo(n — d) and2d, respectively. Their <1_NP>L L—1 <L—1+j> <1+up >j
_l’_ —_

density functions are given by Z

2 ; J 2
j=0
pn—d—1 . (26)
fole)= o x>0 (2D) | o |
i (n—d—1)! wheref.(z,) is the density function of; given by
41 1 2 2
o (z) = - 22 (z) = —a /20
fné () =1 e ", x>0 (22) fa(z1) \/ﬂae (27)
_ ) By using the axes: andw, (26) can be further simplified.
respectively. Nowy, I ;, andr can be rewritten as Since
lo 4 (d
W=Dl = 2D ey 1. (23) PrlE.y € Rla] < th Pr{u> Ly > —laf®, o )}
d=d;
The conditional probabilitPr[E, y € R|a] in (15) can be (28)
upper bounded by the following union bound: where the distanck in Fig. 3 is given by
1 d
Pr[E, y € Rla] ls = [mﬁ "~ (1= pyms )} (29)
/(D
™
< Z tq Pr[Eq, 21 < pria] the simplified tangential bound is given by
d=d,
L
L .
< d d
Z t, Pr [u S 1_7 o< pr |n£d)7 77gd) (24) P.< min dgftdE{ng )y
d=dmin
[ ) e (@) _ @
whereuw, is the projection of noise along the axis fragx, to [Q< 27T >Q< (d) ((1 oL h ))]

al'x;, given by

LL-1 . j
1—p L—1+4; 1+p
Y +(—2 ) z( ! f)<_2ﬂ) . (30)
U= 71—1—7—72 (25) iz J

2r
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Fig. 5. Comparison between tangential bounds and simulation results on bit
Fig. 4. Comparison between tangential bounds and union bounds on bit eesaior probability of rate-1/4 turbo codes over Rayleigh fadiNg= 190. Code
probability of turbo codes over Rayleigh fading, assuming infinite interleaving\” consists of three component codes, and code “B” consists of two component
and perfect CSI. The number of information bits per code block is 190. codes.

Whenp approaches infinity, the tangential bound will become lll. CDMA SysTEM

the conventional union bound. This observation shows that the System Model

tangential bound is no looser than the union bound. In addition,COnSider a DS-CDMA system with MMSE interference sup-
if p approaches minus infinity, only the second term in (30) Will assion and turbo coding. The block diagram of the system
remain and this tends to one. So the tangential bound is neyet . analyzed is shown in Fig. 6. The turbo encoded bits are
larger than one. passed to a channel interleaver. The purpose of the interleaver
Note that in (26) and (30), we choose to optimize oper is to separate adjacent code bits in time, so that, ideally, each
after we remove the conditioning aa Although this choice code bit will experience independent fading. The output of the
makes the bound looser, it greatly reduces the computatioirakrleaver is then mapped to a sequence of QPSK symbols and
complexity. The tangential bound can also be extended to otligread by the signature sequence assigned to the given user. For

memoryless fading channels in a similar manner. an asynchronous DS-CDMA system, the transmitted signal for
By replacingt, with b4, the tangential bound on the bit errorthe kth user is given by
probability is obtained. Fig. 4 compares the tangential bound on su(t) = Re{sk(t)c—ngt} (31)

the bit error probability with both the union bound and simula-

tion results for a turbo-coded BPSK system over an ideally intét” €€

leaved Rayleigh fading channel. With the block si¥e= 190, _ ./

the minim)ljmgdistancgs for the rate-1/2 code and the rate-1/4 Si(f) = V2P an(t)hi(?) (32)
code “A” with the choserf-random interleavers are 8 and 22 P, is the transmitted poweb,, (¢) is the transmitted symbol se-
respectively. The weight spectra are modified accordingly agdence with period’;, wg is the carrier frequency, ang,(¢) is
used in (30) for the tangential bound. As an upper bound ¢ime spreading sequence given by

performance of the ML decoder, the tangential bound becomes oo N,—1
loose for BER higher than 1@ for the rate-1/2 code. Com- ap(t) = Z Z a;")h(t —iN,T. —nT.). (33)
pared to the conventional union bound, the improvement of the i=—00 n=0

tangential bound is more significant for lower rate codes. Morg;y (33), ai") € {+1} is thenth chip of the spreading sequence,
over, we observe in the figure that the performgnce of the ity " is the processing gaim(t) is the impulse response of
erative decoder may be worse than the tangential bound baggd chip pulse shaping filter assumed to satisfy the constraint
on the ML decoder for the rate-1/4 code “A.” It is our conjecy= |H(f)]2df = 1, and1/T, is the chip rate. Since it is
ture that the convergence of the iterative decoder is adversgBfessary that the multiple access interference (MAI) statistics
affected by the fact that there are three constituent codes in C%@%yclostationary for the MMSE receiver [17], short spreading
“A.” In Fig. 5, the simulation results and tangential bounds al&quences are used. Thereféte= N, 7.

compared for both code “A” and code “B.” Since code “B” The channel model assumes slowly varying, frequency nons-

has only two constituent codes, its error floor is higher thaflective Rayleigh fading along with AWGN. The received signal
that of code “A.” However, code “B” outperforms code “A” for is given by

P, > 10~%, and the simulation results for the iterative decoder K1
of code “B” fall below the analytical bound based on the ML R(t) = Z oV St — 71) + N(2) (34)
decoder.

k=0
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Code Bit Pul
Turbo ode bl QPSK Spreading s-e
Encoder Interleaver Mapper Shaping
o ve’ %0 _'®
AWGN and MAI l
i MMSE Chip
<] Turbo Deinterleaver Metric . Matched
Decoder Generator Receiver Filter
Fig. 6. System model.
where ag = [aéo), aél), . aéer)]T, diq)z = [bgjfl)a;;q), bgjfl)
K total number of users in the system; aé—q+1) b};aéo) biaéf\’s—l—q)]T' and bgj) is the
ap  normalized Rayleigh random variable; kth users symbol transmitted during the time interval
Y%  random phase uniformly distributed over 2r); [iTs, (4 + 1)T3). The elements ik}, are independent com-
7 delay experienced by thih user; _ plex Gaussian random variables with zero mean and variance
N(t) low-pass equivalent, complex AWGN Wltha]2v = (No/E,)N,, where E, = P, is the transmitted
(1/2)E[N(t1)N™(t2)] = Nob(t1 — t2) ! _ symbol energy.
We assume thaty is u_nlformly distributed in the interval ~ The optimum tap weights, which minimize the mean square
[0, 7%) and can be written as;, = pil. + &, Where epor j(i) = E|U; — bi|? and are found by solving the
p = 0,1,..., N; — 1 with equal probability, andx is  \jener—Hopf equation, are given by

uniform on [0, 7..). Without loss of generality, indek = 0
is assigned to the desired user, and we assume perfect bit ‘ _
synchronization (i.e5o = 0). whereg; 2 E[b{"Rii-c/¥] = Biay, and
After down-conversion, the received signal passes through g, 2 E[RL R

chip-matched filter with a normalizing factor vf /2P 7., and " MF=IME
then a linear adaptive filter withv, taps [18]. The output of the
adaptive filter is fed into a block deinterleaver and an iterative
turbo decoder which outputs the estimated data.

Copt = B8 (39)

K-1
= Ajaoal + o} In v, + Y 1 ALEITY). (40
o T
The two possibilities ford} and B§ depend upon the adap-
. tive receiver’s ability to track the time variations of the fading
B. MMSE Receiver channels. If the fading for theth user changes relatively fast
Assume we can independently track the phase of the desiegfll cannot be tracked, thetj, = E[(«})?] and Bi, = E[d}].
user and remove it from the received signal prior to enteringthe adaptive algorithm can track the fading on fta user,
the MMSE receiver. For théth code symbol, the output of thethen A} = (a?)? andBi, = «.
coherent demodulator and adaptive filter with tap weightis ~ The following analysis assumes that the receiver has perfect
given by knowledge of the channel state information (CSI) and uses the
] ] o optimum MMSE filter coefficients, and that infinite interleaving
Us = (¢")  Ryype ™0 (35) results in independent fades on each symbol. As shown in [1],
] ] ] ] o ] the output of the adaptive filter can be modeled as a condi-
whereRyr = Rj + Ry + R;,,, andRy, Ry, andR;,,, are  tionally complex Gaussian random variable as the number of
N,-element column vectors corresponding to the desired usgrgerfering users goes to infinity, based upon the Liapounoff
signal, the AWGN, and the MAI, respectively. It can be showiersion of the Central Limit theorem [17]. Even for a small
[1] that number of users, the Gaussian approximation has been shown

R} :aéewé b(()i)ao (36) to yield accurate results [19]. C(_)ndit_ioned {lbﬁf)} {ad}, an_d
{cipt}, the output of the adaptive filter for thh symbol is
and Kol modeled as a complex Gaussian random variable with mean
Ri = Z B aie"’“’i’IZ (37) i 2 E[U7;] = agbéz)(cf)gt)Tao and variancer; 2 E\U; —
=R pal? = ((ch,0)"20)* /a B; a0, where
where K-1p
; Ok Ox D — T oo Tk pi gy TiH
I, =d§f’;) <1 _ %) + d;fj’frl) Tk (38) R, =In xn, + kz_;l By ALELLT]. (41)

_ _ _ _ Conditioning on the optimum tap weights simply refers to con-
IFollowing the conventional notations;” represents the conjugate of the

complex variable:, andz " represents the complex conjugate transpose of tt%itipning on the delays and on the f_ades of any interfering users
complex vector. which can be tracked by the adaptive receiver.
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C. Bit Error Probability 10’ g ! = ; >
Following the analysis presented in [1], the conditional prok 7 e
ability of pairwise error is given by 10 : L :
Pa(dl{ely}, {obh) = @ (v27) (42)
where 107
d . 2 o
15 Tp—1

Yd ;( 0) o4, a0 (43) -
and{i;: j =1, 2, ..., d} is the set of bit positions over which
an erroneous codeword differs from the correct codeword. 108 F -

= - MF, rate 1/2
-0 - MF, rate 1/4
—+— MMSE, rate 1/2
—o— MMSE, rate 1/4

We now assume that the adaptive algorithm is not able to tra
the fading on any of the interfering users in the system, ar .
the delays experienced by each user remain constant through 107

> g DL : 5 10 15 20 25 30

a transmission block. These assumptions resuljit being K

independent of, and+y, reduces to . . . . .
Fig. 7. Comparison between matched-filter receiver and MMSE receiver

d N2 based on analytical results.
Tp-—1 %
va=ag R 'ag Y (ag (44)
Jj=1

. . For the simulation of finite interleaving systems, the multi-
whereR = R; for anyi. path Rayleigh fading was generated using the Jakes model [20]
Conditioned or{;}, the bit error probability”. ({7x}) can jth a data rate of 9.6 kbps and a maximum Doppler shift of
be obtained by the tangential bound in (30) with equivalent SNE Hz, which corresponds to a carrier frequency of 900 MHz
Y. given by [1] and a vehicle speed of 100 km/h. The number of information

e = Lal t-Lag, (45) bits per bIock.is set to b&v = 190, co_rresponding to a tight
270 delay constraint of 20 ms. A block interleaver was used as

Averaging P.({,}) over {} is done by taking a samplethe channel interleaver, whose dimensions were chosen to be
average for various realizations of the delays of all interferiﬁrﬁgx8 and 4816, for rate-1/2 and rate-1/4 codes, respectively.
users. Since the calculation of the tangential bound is quite tinfadMMmy bits are appended to each codeword to match the size
consuming, a table aP. versus the equivalent, is used with O the channel interleaver. o , ,
linear extrapolation to accomplish the final averaging. In the simulation, the Log-MAP algorithm is used in our iter-

For comparison purposes, we also determined the perféFi-VE decoder [21]. To assure convergence, 15 iterations are used
mance of a matched-filter receiver. If we assume that |0r§arthe rate-1/2 code and the rate-1/4 code “B,” and 30 iterations

spreading sequences are employed and the MAI can be mBt used for the rate-1/4 code “A.” It is claimed in [22] that the

eled as a Gaussian random variable, the bit error probabilit¥9cessing load of a Log-MAP decoder is no more than four
can be obtained from the tangential bound witreplaced by times that of a conventional Viterbi decoder for a convolutional

mf wh code with the same number of states as the constituent code. So
7., where [1] : : .
1 the decoder complexity of the 32-state convolutional codes is
;"f = 1 (46) approximately the same as that of the rate-1/2 turbo code or the
2No n 4 Z Dy rate-1/4 turbo code “B.” For the rate-1/4 code “A,” there are 12
E, 3N, p Fy states among the three constituent codes, and the decoder com-
plexity is somewhere between that of 32- and 64-state Viterbi
decoders. For the comparison, the 32-state convolutional codes
of both rates are used.

We are interested in the coding-spreading tradeoff in a turbo-Fig. 7 compares the analytical results on the bit error prob-
coded CDMA system. A processing gain 8t = 63 for the ability for the MMSE receiver and the matched-filter receiver
uncoded system is assumed. For the MMSE receiver systemith both rate-1/2 and rate-1/4 turbo codes. The results show
the spreading sequences are chosen to be Gold sequencekabfthe MMSE receiver provides a significant increase in ca-
length 31 for the rate-1/2 codes, and the large set of Kasami pacity compared to that of the MF system. In addition, although
guences of length 15 for the rate-1/4 codes. Therefore, the tated MF receiver with lower rate codes outperforms that with
bandwidth expansion caused by coding and spreading remdiigher rate codes, the MMSE systems benefit from high-rate
roughly the same. codes and larger processing gains when the system is heavily

We assume an SNR df, /Ny = 15 dB and perfect power loaded. This is because the number of taps of the MMSE re-
control (i.e.,P./Fo = 1), unless otherwise specified. The aneeiver is increased as the processing gain increases, and so the
alytical results for the MMSE receiver were obtained by avecapability to suppress interference is also improved. Note there
aging the conditional error probabilities over 1000 realizations a crossing at = 26 of the performance curves for the
of random delays of each user. MMSE receivers with the two code rates, suggesting that when

=1

IV. RESULTS
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Fig. 8. Comparison between analytical results and simulation for turbo-codgl§- 9.  Comparison between analytical results and simulation for turbo-coded
CDMA systems, assuming infinite interleaving and optimum MMSECDMA systems, assuming infinite interleaving and optimum MMSE
coefficients. coefficients. Code “B” is used in the rate-1/4 systems.

the system is operating at a very high capacity (relative to i " - --x T
processing gain), the dimension of the MAI becomes too larg 5 a o

for the MMSE receiver to suppress the MAI efficiently and & : B R
lower rate code may give better performance.

Fig. 8 compares the analytical results in the previous figur
with simulation results. The simulations assume infinite inter
leaving and optimum tap weights for the MMSE receiver. Thi
simulation results show that our theoretical estimates are goll
indicators of the performance for low BERs. Since the bound fc
the turbo codes becomes loose for lower SNRs, the theoreti
estimates diverge from the simulation results as the BERS ¢ v
larger, with the thresholds depending on the coding schemea 1 [/

= - PR=6dB, rate 1/4
--© - PR=6dB, rate 1/2

the receiver. In particular, we noted that the breakup points fi
the MMSE receiver are around, == 10~2. It can be seen that
the theoretical estimates for the rate-1/4 code are not as ac

~10

10

—— PR=0dB, rate 1/4

—e— PR=0dB, rate 1/2

15

K

20 25

30

rate as those for the rate-1/2 code, because the tangential bounu
is not valid for the iterative decoder of code “A,” as shown ifrig. 10. Performance of MMSE receiver with different code rates and power
Fig. 4. Since the Gaussian approximation tends to be optimigitios. PR = Py./ I, for all interfering users, analytical results.

for low BERs [23], the theoretical estimates may be lower than

the simulation results for the MF receiver. Fig. 11 compares the performance of turbo-coded CDMA
In Fig. 9, we substitute code “B” for code “A” in the rate-1/4with that of convolutionally coded systems, based on the ana-
systems. The capacity of the system for a target BER of*10lytical results. The conventional union bound is applied to the
is improved by the use of code “B.” However, both the anatonvolutionally coded systems, while the tangential bound for
ysis and simulation show that there is still a rangefobver the turbo-coded systems is based on the “uniform interleaver”
which the MMSE receiver with the rate-1/2 code outperformsnd the minimum distance of the specific interleaver. Since we
that with the rate-1/4 code. We also note that when the systame using turbo codes with a relatively small block size, the per-
is fully loaded (i.e. K is near 31), the MMSE receiver with theformances remain approximately the same for the two coding
rate-1/4 code “B” gives better performance. As discussed psehemes aP, = 1073, the typical target BER for voice com-
viously, this is because of the large dimensionality of the MAmunications. However, for a lower BER (e.d% = 107?),
and also because of the excellent performance of the rate-ftié capacity of the system is significantly increased by using
code “B” in the BER range of, > 1074 the turbo codes. Moreover, the benefit of turbo codes is more
Fig. 10 analytically compares the performance of the MMSgronounced at larger block sizes, and the turbo-coded systems
receivers with code rates of 1/2 and 1/4, with the level of intemay outperform the convolutional-coded systems at all BERs
ference varied by changing the power rafia ( Fp) of allthe in-  for larger block sizes. The result indicates that turbo coding is
terfering users in the system. Clearly, the rate-1/2 code with thmre suitable for high-speed data communication applications.
MMSE receiver is more attractive than the rate-1/4 code whenSimulation results in Fig. 12 show the performance of the
the near—far problem is severe. MMSE and MF receivers with finite interleaving and RLS adap-
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Fig. 11.
CDMA based on analytical results.
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Fig. 12. Simulation results for turbo-coded CDMA systems, assuming finite

interleaving (20 ms delay) and RLS adaptation of MMSE coefficients.
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— %

Comparison between convolutionally coded CDMA and turbo-coded

tation. For our RLS algorithm) = 0.995 is used as the for-
getting factor and 300 training symbols are transmitted before
decoding user data. The rate-1/2 turbo code with the MMSE re-
ceiver is still the best choice. For the MF receiver, the two code
rates give approximately the same performance because the ad-
vantage arising from the large coding gain of the rate-1/4 code
is greatly reduced by the effect of finite interleaving.

Finally, simulation results in Fig. 13 show the degradation
of performance for the rate-1/2 turbo-coded system with the
MMSE receiver as various system assumptions are removed.
The biggest reduction of capacity results from finite inter-
leaving, which shows that the delay constraint is a fundamental
limit for reliable communication over fading channels. The
figure also shows that when perfect CSl is available, the RLS
algorithm is able to closely approximate the performance of the
MMSE receiver with optimum tap weights.

V. CONCLUSION

An extension of the tangential bound is applied to turbo
coding on a Rayleigh fading channel, and the actual value
of the minimum distance corresponding to a particular turbo
interleaver is used to yield more accurate performance in
the error-floor region. Theoretical estimates based on these
improvements show that the combination of an MMSE receiver
and turbo coding can provide a substantial performance im-
provement compared to conventional matched-filter receiver
systems in a multipath fading environment. The MMSE receiver
significantly increases the capacity of the system, especially
when the near—far problem is severe. For a small block size,
turbo codes do not bring much improvement unless a low
BER is targeted. Simulation results also show that the system
capacity is greatly reduced by the effect of finite interleaving.
However, further performance improvement could be expected
if looser delay constraints allow the use of turbo codes with
larger block size.
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