
IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 62, NO. 4, APRIL 2016 1541
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Abstract— Symbol-pair read channels, in which the outputs
of the read process are pairs of consecutive symbols, were
recently studied by Cassuto and Blaum. This new paradigm
is motivated by the limitations of the reading process in high
density data storage systems. They studied error correction in
this new paradigm, specifically, the relationship between the
minimum Hamming distance of an error correcting code and
the minimum pair distance, which is the minimum Hamming
distance between symbol-pair vectors derived from codewords
of the code. It was proved that for a linear cyclic code with
minimum Hamming distance dH , the corresponding minimum
pair distance is at least dH +3. In this paper, we show that, for a
given linear cyclic code with a minimum Hamming distance dH ,
the minimum pair distance is at least dH + �dH/2� . We then
describe a decoding algorithm, based upon a bounded distance
decoder for the cyclic code, whose symbol-pair error correcting
capabilities reflect the larger minimum pair distance. Finally,
we consider the case where the read channel output is a larger
number, b � 3, of consecutive symbols, and we provide extensions
of several concepts, results, and code constructions to this setting.

Index Terms— Coding theory, codes for storage media, cyclic
codes, symbol pairs.

I. INTRODUCTION

THE TRADITIONAL approach in information theory to
analyzing noisy channels involves parsing a message into

individual information units, called symbols. Even though in
many works the error correlation and interference between
the symbols is studied, the process of writing and reading
is usually assumed to be performed on individual symbols.
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However, in some of today’s emerging storage technologies,
as well as in some proposed for the future, this is no longer
an accurate assumption and symbols can only be written and
read in possibly overlapping groups. This brings us to study
a model, recently proposed by Cassuto and Blaum [1], for
channels whose outputs are overlapping pairs of symbols.

The rapid progress in high density data storage technolo-
gies paved the way for high capacity storage with reduced
price. However, since the bit size at high densities is small,
it is a challenge to successfully read the individual bits
recorded on the storage medium; for more details, see [1]. The
symbol-pair read channel model studied in [1], and later by
Cassuto and Litsyn in [2], mimics the reading process of such
storage technologies. In that model, the outputs produced by a
sequence of read operations are (possibly corrupted) overlap-
ping pairs of adjacent symbols, called pair-read symbols. For
example, if the recorded sequence is (010), then in the absence
of any noise the output of the symbol-pair read channel would
be [(01), (10), (00)]. In this new paradigm, the errors are
no longer individual symbol errors, but, rather, symbol-pair
errors, where in a symbol-pair error at least one of the symbols
is erroneous. The main task now becomes combating these
symbol-pair errors by designing codes with large minimum
symbol-pair distance.

The results in [1] and [2] addressed several fundamental
questions regarding the pair-metric, as well as construction and
decoding of codes with pair-error correction capability. Finite-
length and asymptotic bounds on code sizes were also derived.
These were extended in [3] and [4], where construction
of maximum distance separable codes for the symbol-pair
metric was considered, and in [5], where the authors studied
syndrome decoding of symbol-pair codes. The paradigm of
the symbol-pair channel studied in these prior works can
be generalized to b-symbol read channels, where the result
of a read operation is a consecutive sequence of b > 2
symbols. In essence, we receive b estimates of the same stored
sequence. This insight connects the symbol-pair problem to
the sequence reconstruction problem, which was first intro-
duced by Levenshtein [8]–[10]. In the sequence reconstruction
scenario, the same codeword is transmitted over multiple
channels. Then, a decoder receives all channel outputs, which
are assumed to be different from each other, and outputs an
estimate of the transmitted codeword. The original motivation
did not come from data storage but rather from other domains,
such as molecular biology and chemistry, where the amount
of redundancy in the information is too low and thus the
only way to combat errors is by repeatedly transmitting the
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same message. However, this model is very relevant for the
advanced storage technologies mentioned above as well as
in any other context where the stored information is read
multiple times. Furthermore, we note that the model proposed
by Levenshtein was recently studied and generalized, with
applications to associative memories [18].

In the channel model described by Levenshtein, all channels
are (almost) independent from each other, as it is only guaran-
teed that the channel outputs are all different. Assuming that
the transmitted message c belongs to a code with minimum
Hamming distance dH and the number of errors in every chan-
nel can be strictly greater than � dH−1

2 �, Levenshtein studied the
minimum number of channels that are necessary to construct a
successful decoder. The corresponding value for the Hamming
metric (as well as other distance metrics) was studied in [9];
extensions to distance metrics over permutations, e.g. [6], [7],
and error graphs [11] have also been considered. Recently,
the analogous problem has been addressed for the Grassmann
graph and for permutations under Kendall’s τ distance [20],
and an information-theoretic study motivated by applications
related to DNA sequencing was carried out for a special case
of a channel with deletions [12], [13].

More specifically, for the Hamming distance, the following
result was proved in [9]. Assume the transmitted word belongs
to a code with minimum Hamming distance dH and the
number of errors, t , in every channel is greater than � dH −1

2 �.
Then, in order to construct a successful decoder, the number
of channels has to be greater than

t−�dH /2�∑

i=0

(
n − dH

i

) t−i∑

k=i+dH −t

(
dH

k

)
.

For example, if t = � dH −1
2 � + 1, i.e., only one more than the

error correction capability, then the number of channels has
to be at least

(2t
t

) + 1. Note that if t > � dH −1
2 � + 1 then this

number is at least on the order of the message length n. This
disappointing result is a consequence of the arbitrary errors
that may occur in every channel. In practice, especially for
storage systems, we can take advantage of the fact that the
errors are more constrained in number in order to improve the
error correction capability.

In the symbol-pair read channel, there are in fact two
channels. If the stored information is x = (x0, . . . , xn−1), then
the corresponding pair-read vector of x is

π(x) = [(x0, x1), (x1, x2), . . . , (xn−2, xn−1), (xn−1, x0)],

and the goal is to correct a large number of the so-called
symbol-pair errors. With symbol alphabet �, the pair distance,
dp(x, y), between two pair-read vectors x and y is the
Hamming distance over the symbol-pair alphabet (� × �)
between their respective pair-read vectors, that is, dp(x, y) =
dH (π(x), π(y)). Accordingly, the minimum pair distance of
a code C is defined as dp(C) = minx,y∈C,x �=y{dp(x, y)}.

In [1], it was shown that for a linear cyclic code with min-
imum Hamming distance dH , the minimum pair distance, dp,
satisfies dp � dH + 3. Our main contribution is the stronger

result that

dp � dH +
⌈

dH

2

⌉
.

According to [1], this permits the correction of
⌊

dp−1
2

⌋

symbol-pair errors. Thus, in contrast to Levenshtein’s results
on independent channels, on the symbol-pair read channel we
can correct a large number of symbol-pair errors. In order
to exploit this potentially much larger minimum pair distance
guarantee, we explicitly construct a decoder, based upon a
bounded distance decoder of the given linear cyclic code, that
can correct a number of symbol-pair errors up to the decoding
radius corresponding to this bound.

We then address the general paradigm of channels that sense
some prescribed number, b > 2, of consecutive symbols on
each read. First, some of the results of the symbol-pair read
channel are generalized. Next, we study properties of codes for
the b-symbol read channel that are constructed by interleaving
b component codes. Finally, we examine the b-distance of two
specific families of codes, namely the codebooks �n and the
linear cyclic Hamming codes.

The rest of the paper is organized as follows. In Section II,
we formally review the symbol-pair read channel and some of
its basic properties. In Section III, we show that linear cyclic
codes can correct a large number of symbol-pair errors and
in Section IV, a decoding algorithm for such codes is given.
Section V generalizes some of the results on the symbol-pair
read channel to b-symbol read channels, where b > 2. Finally,
Section VI concludes the paper.

II. DEFINITIONS AND BASIC PROPERTIES

In this section, we review the symbol-pair read channel
model introduced in [1]. If a length-n vector is stored in the
memory then its pair-read vector is also a length-n vector in
which every entry is a pair of cyclically consecutive symbols in
the stored vector. More formally, if x = (x0, . . . , xn−1) ∈ �n

is a length-n vector over some alphabet �, then the symbol-
pair read vector of x, denoted by π(x), is defined to be

π(x) = [(x0, x1), (x1, x2), . . . , (xn−2, xn−1), (xn−1, x0)].
Note that π(x) ∈ (� × �)n , and for x, y ∈ �,

π(x + y) = π(x) + π(y).

We will focus on binary vectors, so � = {0, 1} and unless
stated otherwise, all indices are taken modulo n. The all-
zeros, all-ones vector is denoted by 0, 1, respectively. The
Hamming distance between two vectors x and y is denoted
by dH (x, y). Similarly, the Hamming weight of a vector x
is denoted by wH (x). The pair distance between x and y is
denoted by dp(x, y) and is defined to be

dp(x, y) = dH (π(x), π(y)).

Accordingly, the pair weight of x is wp(x) = wH (π(x)).
A symbol-pair error in the i -th symbol of π(x) changes at
least one of the two symbols (xi , xi+1). Note that the following
connection between the pair distance and pair weight holds.

Proposition 1: For all x, y ∈ �n, dp(x, y) = wp(x + y).
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Proof: Note that for x, y ∈ �n ,

dp(x, y) = dH (π(x), π(y)) = wH (π(x) + π(y))

= wH (π(x + y)) = wp(x + y).

A first observation on the connection between the Hamming
distance and pair distance was proved in [1].

Proposition 2 [1]: Let x, y ∈ �n be such that 0 <
dH (x, y) < n. Then,

dH (x, y) + 1 � dp(x, y) � 2dH (x, y).

For a code C, we denote its minimum Hamming distance
by dH (C). The symbol-pair code of C is the code

π(C) = {π(c) : c ∈ C}.
Similarly, the minimum pair distance of C, dp(C), is the
minimum Hamming distance of π(C), i.e.,

dp(C) = dH (π(C)).

From Proposition 2, if 0 < dH (C) < n then the following
connection between dH (C) and dp(C) is established [1]:

dH (C) + 1 � dp(C) � 2dH (C).

Example 1: In this example we choose the code C to be the
single parity-check code of length three, that is,

C = {(0, 0, 0), (1, 1, 0), (1, 0, 1), (0, 1, 1)}.
Thus, the symbol-pair code of C is

π(C) = {(00, 00, 00), (11, 10, 01), (10, 01, 11), (01, 11, 10)}.
The minimum Hamming distance of C is dH (C) = 2, while
the minimum pair distance of C is dp(C) = 3.

It was proved in [1] that if a code has minimum pair distance
dp(C) then it can correct

⌊
dp(C)−1

2

⌋
symbol-pair errors. There-

fore, the goal in constructing codes for the pair-read channel is
to achieve high minimum pair distance with respect to the min-
imum Hamming distance. It was shown in [1] that interleaving
two codes with minimum Hamming distance dH generates
a code with the same minimum Hamming distance dH but
with minimum pair distance 2dH . This construction generates
codes with the largest possible minimum pair distance with
respect to the minimum Hamming distance of the component
codes. However, it is not particularly attractive as, in general,
interleaving produces codes that suffer from a poor Hamming
distance relative to their codeword length. In [3] and [4],
maximum distance separable codes for the symbol-pair read
channel were proposed, and in [5], the decoding of symbol-
pair codes by syndrome decoding was studied.

Yet another interesting family of codes analyzed in [1] is the
class of linear cyclic codes. For such a code, C, with minimum
Hamming distance dH , it was proved that the minimum pair
distance is at least dH + 2. Using the Hartmann-Tzeng bound,
this lower bound was improved to dH + 3 when the code
length is a prime number. Our main goal in the next section
is to derive an improved lower bound on the minimum pair
distance of linear cyclic codes.

III. THE PAIR DISTANCE OF CYCLIC CODES

The goal of this section is to show that linear cyclic codes
provide large minimum pair distance. In order to do so, we first
give a method to determine the pair weight of a vector x.
A similar characterization of the pair weight was proved in [1]
(Theorem 2).

The key observation is that if xi = 1, then two symbol-
pairs in π(x), the (i − 1)-st and i -th symbol-pairs must be
non-zero. Of course, the condition xi−1 = 1 also causes the
(i −1)-st symbol-pair to be non-zero. Hence, as we increment
the index i , we can think of the condition (xi−1, xi ) =
(0, 1) as contributing two new non-zero symbols to π(x),
whereas the condition (xi−1, xi ) = (1, 1) contributes only
one. Therefore, in order to determine the weight of π(x), one
needs to determine the number of occurrences of the sequence
(xi−1, xi ) = (0, 1) in the vector x, which we next show how
to do.

For x = (x0, x1, . . . , xn−1), we define

x′ = (x0 + x1, x1 + x2, . . . , xn−1 + x0). (1)

The next lemma provides a characterization of the pair weight
of a vector x.

Lemma 1: For any x ∈ �n, wp(x) = wH (x) + wH (x′)/2.
Proof: Let

S0 = {i : (xi , xi+1) �= (0, 0) and xi = 1},
S1 = {i : (xi , xi+1) �= (0, 0) and xi = 0}.

Hence, |S0| = wH (x), S0 ∩ S1 = ∅, and wp(x) = |S0| + |S1|.
For all 0 � i � n − 1, i ∈ S1 if and only if xi = 0 and
xi+1 = 1. In this case, x ′

i = xi + xi+1 = 1. Thus, we get

|S1| = ∣∣{i : xi = 0 and x ′
i = 1}∣∣.

Note that for any x ∈ �n ,
∣∣{i : xi = 0 and x ′

i = 1}∣∣ = ∣∣{i : xi = 1 and x ′
i = 1}∣∣,

and the sum of the cardinalities of these two sets is wH (x′).
Therefore, |S1| = wH (x′)

2 and

wp(x) = |S0| + |S1| = wH (x) + wH (x′)
2

.

Using Lemma 1, we now derive an improved lower bound
on the minimum pair distance of linear cyclic codes.

Theorem 1: Let C be a linear, cyclic code of dimension
greater than one. Then,

dp(C) � dH (C) +
⌈

dH (C)

2

⌉
.

Proof: Let x = (x0, . . . , xn−1) be a codeword in C.
Assume first that x �= 1. Since the code is cyclic,
(x1, . . . , xn−1, x0) ∈ C and thus

x′ = (x0, . . . , xn−1) + (x1, . . . , xn−1, x0) ∈ C.

Note that the weight of x′ is even and since x �= 1,
we have x′ �= 0. Hence wH (x′) � 2 �dH (C)/2�. Furthermore,
wH (x) � dH (C). It follows that

wp(x) = wH (x) + wH (x′)/2 � dH (C) +
⌈

dH (C)

2

⌉
.
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Next, assume that x = 1 is a codeword in C, in which case
wp(x) = n. We now show that if the dimension of C is greater
than one, then dH (C) � �2n/3�. This will imply that

dH (C) +
⌈

dH (C)

2

⌉
� �2n/3� + �n/3� = n = wp(x)

from which the theorem will follow.
Since the dimension of C exceeds one, it contains at

least three distinct non-zero codewords. Choose two of them,
x1 and x2. If it were true that dH (C) > �2n/3�, then it would
follow that wH (x1),wH (x2) � �2n/3� + 1, implying that

wH (x1 + x2) � 2n − (2 · �2n/3� + 1) � �2n/3�,
which is a contradiction. Therefore, we conclude that
dH (C) � �2n/3�, completing the proof.

IV. DECODING

From Theorem 1 we conclude that linear cyclic codes
have large minimum pair distance, thereby permitting the
correction of a large number of symbol-pair errors. It is
therefore of interest to construct efficient decoders for these
codes, which is the topic of this next section. First note that
since these codes are linear, it was shown in [5] how a modified
version of syndrome decoding can be used in order to correct
symbol-pair errors within the error correction capability of the
codes. However, since syndrome decoding suffers exponential
complexity, our goal is to provide more efficient decoders
whose complexity is of the same order as classical decoders
for cyclic codes.

Let C be a linear cyclic code with minimum distance
dH (C) = 2t + 1. Assume there is a decoder for C that can
correct up to t errors. We will show how to use this decoder
in the design of a decoder for the code π(C) which corrects
up to t0 = � 3t+1

2 � symbol-pair errors.
We assume that the dimension of C is greater than one. This

condition implies, according to the proof of Theorem 1, that
dH (C) � �2n/3�; that is, 2t + 1 � �2n/3�, or

t �
⌊�2n/3� − 1

2

⌋
< n/3.

It is straightforward to verify that t0 < n/2.
We define the decoder as a mapping DC : �n → C ∪ {F},

where F denotes a decoder failure. For a received word
y ∈ �n we write DC(y) = ĉ ∈ C ∪ {F}. If c ∈ C is the
transmitted word and dH (c, y) � t , then it is guaranteed that
ĉ = c. However, if dH (c, y) > t , then either ĉ is a codeword
different from c, whose Hamming distance from the received
word y is at most t , i.e., dH (̂c, y) � t , or ĉ = F , indicating
that no such codeword exists.

We now introduce another code that will play a role in the
symbol-pair decoder design. The double-repetition code of C is
the code defined by

C2 = {(c, c) : c ∈ C}.
Note that its length is 2n and its minimum Hamming distance
satisfies dH (C2) = 2dH (C). The code C2 can correct up to 2t
errors and we assume that it has a decoder DC2 : �n ×�n →
�n ∪ {F}. Every codeword in C2 consists of two identical

codewords from C and thus, for simplicity of notation, we
have assumed that when (̂c, ĉ) is a codeword at distance no
more than 2t from a received word (y1, y2), the decoder DC2

returns ĉ ∈ C. We defer the explicit design of the decoder DC2

to the end of the section.
Consider a codeword c ∈ C and let π(c) ∈ π(C) be its

corresponding symbol-pair vector. Let y = π(c) + e be a
received word, where e ∈ (� × �)n is the error vector with
weight wH (e) � t0 = � 3t+1

2 �. We will describe a decoder
Dπ : (� × �)n → {0, 1}n that can correct the error e.

The received vector has the form

y = (
(y0,0, y0,1), (y1,0, y1,1), . . . , (yn−1,0, yn−1,1)

)
.

We define three related vectors:

yL = (y0,0, . . . , yn−1,0),

yR = (y0,1, . . . , yn−1,1),

yS = yL + yR

= (
y0,0 + y0,1, . . . , yn−1,0 + yn−1,1

)
.

Since the vector y suffers at most t0 symbol-pair errors,
the vectors yL and yR each have at most t0 errors, as
well. One can think of yL as a noisy version of c =
(c0, c1, . . . , cn−1), and yR as a noisy version of a left-cyclic
shift of c, (c1, . . . , cn−1, c0). Therefore, yL and the right-
cyclic shift of yR , y(1)

R = (yn−1,1, y0,1, . . . , yn−2,1), can
be viewed as two noisy versions of the same codeword c.
Furthermore, the vector yS has at most t0 errors with respect
to the codeword c′ = (c0 + c1, . . . , cn−1 + c0). In general,
the codeword c′ does not uniquely determine the value of c.
However, we will now show that, in this setting, it does. This
result, which we will make use of in the development of the
decoding algorithm Dπ , is proved in the following lemma.

Lemma 2: In the symbol-pair read channel setting
described above, if the codeword c′ ∈ C is successfully
recovered, then we can uniquely determine the codeword c.

Proof: Since the word c′ is decoded successfully, we know
the value of

c′ = (c′
0, c′

1, . . . , c′
n−1) = (c0 + c1, c1 + c2, . . . , cn−1 + c0).

The codeword c satisfies ci = c0 + ∑i−1
j=0 c′

j . Hence if we
define c̃ = [̃c0, . . . , c̃n−1] by c̃0 = 0 and for 1 � i � n − 1,
c̃i = ∑i−1

j=0 c′
j , then the codeword c is either c̃ or c̃ + 1,

depending on the value of c0. The distance between yL and c
is at most t0 and dH (c, c + 1) = n. Recalling that t0 < n/2,
we have

dH (yL , c + 1) = n − t0 > t0.

Hence, if dH (yL, c̃) < dH (yL , c̃ + 1), then c = c̃; otherwise,
c = c̃ + 1. In either case, we can recover the codeword c.

For convenience, we denote the codeword c obtained from
the codeword c′ by the method of Lemma 5 as c′∗; That is,
c′∗ = c.

The number of symbol-pair errors in the vector y is at
most t0. Each symbol-pair error corresponds to one or two-bit
errors in the symbol-pair. We let E1 be the number of single-
bit symbol-pair errors and E2 be the number of double-bit
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symbol-pair errors, where E1 + E2 � t0. Thus, the number of
errors in yS is E1 and the number of errors in (yL , y(1)

R ) is
E1 + 2E2.

The following result will also play a role in the validation
of the symbol-pair error decoding algorithm.

Lemma 3: If c ∈ C, y = π(c) + e, and wH (e) � t0, then
either DC(yS) = c′ or DC2((yL , y(1)

R )) = c.
Proof: If E1 � t , then the decoder DC(yS) is successful.

Otherwise, E1 � t + 1 and E2 � t0 − (t + 1), so the number
of errors in (yL , y(1)

R ) satisfies

E1 + 2E2 � t0 + t0 − (t + 1) = 2

⌊
3t + 1

2

⌋
− (t + 1) � 2t .

This implies that the decoder DC2((yL , y(1)
R )) is successful.

From Lemma 3, we know that at least one of the two
decoders, DC and DC2 , succeeds. However, it is not obvious
which one of them does, and the main task of the algorithm
underlying the decoder mapping Dπ , which we now describe,
is to identify the successful decoder.

Given a received vector y, the decoder output Dπ (y) = ĉ
is calculated as follows.
Decoder Dπ :

Step 1. c1 = DC(yS), e1 = dH (c1, yS).
Step 2. c2 = DC2

(
(yL , y(1)

R )
)
, e2 = dH ((c2, c2),

(yL , y(1)
R )).

Step 3. If c1 = F or wH (c1) is odd then ĉ = c2.
Step 4. If e1 � � t+2

2 �, then ĉ = c∗
1.

Step 5. If e1 > � t+2
2 �, let e1 = � t+2

2 �+a, (1 � a � � t
2�−1)

a) If e2 � t0 + a then ĉ = c2,
b) Otherwise, ĉ = c∗

1.

The correctness of the decoder is proved in the next
theorem.

Theorem 2: The decoder output satisfies Dπ(y) = ĉ = c.
Proof: According to Lemma 3, at least one of the

two decoders in Steps 1 and 2 succeeds. Steps 3–5 help to
determine which of the two decoders succeeds.

Step 3: Since yS is a noisy version of the codeword c′, the
decoding operation in Step 1 attempts to decode c′, which,
we recall, has even weight. If either c1 = F or the Hamming
weight of c1 is odd, then this decoding operation necessarily
fails, implying that the decoding operation in Step 2 was
successful. If we reach Steps 4 and 5 then wH (c1) must be
even.

Step 4: We now show that if e1 � � t+2
2 �, then

E1 � � t+2
2 � as well, and therefore the decoding operation

in Step 1 succeeded. In order to see this, first note that the
minimum Hamming distance of the code C is 2t +1. If there is
a miscorrection in Step 1, then the word yS is miscorrected to
some codeword of even weight. The weight of the error vector
found in Step 1, e1, is at most � t+2

2 �. Since the minimum
Hamming distance of the code C is 2t + 1, the number E1 of
actual errors in yS satisfies

E1 � 2t + 2 −
⌊

t + 2

2

⌋
=

⌈
3t

2

⌉
+ 1 > t0,

contradicting the fact that the number of errors in yS is at
most t0. Therefore, the condition on e1 implies that the

decoding operation c1 = DC(yS) = c′ succeeds, and accord-
ing to Lemma 2, we can conclude that

ĉ = c∗
1 = c′∗ = c.

Step 5: We are left with the case where e1 > � t+2
2 �. Since

e1 � t , we can write e1 = � t+2
2 �+ a, where 1 � a � � t

2�− 1.
Assume the decoding in Step 2 fails. Then, according to

Lemma 3, the decoding operation c1 = DC(yS) succeeds,
implying that

E1 = e1 =
⌊

t + 2

2

⌋
+ a.

The value of E2 then satisfies

E2 � t0 −
(⌊

t+2

2

⌋
+ a

)
=

⌊
3t+1

2

⌋
−

⌊
t+2

2

⌋
−a � t−a.

The total number of errors in (yL , y(1)
R ) is

E1 + 2E2 � t0 + t − a =
⌊

5t + 1

2

⌋
− a.

Since the decoder DC2((yL , y(1)
R )) fails and the minimum

distance of C2 is 4t + 2, it follows that the weight of the
error vector in Step 2, e2, must satisfy

e2 � 4t + 2 − (E1 + 2E2) � 4t + 2 −
(⌊

5t + 1

2

⌋
− a

)

�
⌊

3t + 1

2

⌋
+ a + 1 = t0 + a + 1.

Hence, we conclude that if e2 � t0 + a, then the decoder
in Step 2 must succeed.

Alternatively, assume the decoding in Step 1 fails. As in
Step 4, this means that the number of errors E1 in yS is at least

E1 � 2t + 2−
(⌊

t+2

2

⌋
+a

)
=

⌈
3t

2

⌉
−(a−1) = t0−(a−1).

Since E1+E2 � t0, it follows that E2 satisfies 0 � E2 � a−1,
and E1+2E2, the total number of errors in (yL , y(1)

R ), satisfies

t0 − (a − 1) � E1 + 2E2 = (E1 + E2) + E2 � t0 + a − 1.

Thus, the decoding operation DC2((yL , y(1)
R )) succeeds, and

t0 − (a − 1) � e2 � t0 + a − 1.

Hence, if e2 > t0+a, then the decoder in Step 1 must succeed.
That completes the explanation of the assignments in a) and b)
of Step 5.

We demonstrate the decoding algorithm in the following
example.

Example 2: In this example we choose the code C to be the
cyclic binary triple-error correcting BCH code of length 15,
so dH (C) = 7, dp(C) = 7 + � 7

2� = 11, t = 3, and t0 = 5.
Thus the code can correct 5 symbol-pair errors. Assume the
stored word is the all zeros codeword 0.

Let y be the received vector

y = (00, 11, 10, 00, 00, 00, 11, 00, 10, 00, 00, 11, 00, 00, 00).
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Then,

yL = (0, 1, 1, 0, 0, 0, 1, 0, 1, 0, 0, 1, 0, 0, 0),

yR = (0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0),

yS = (0, 0, 1, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0),

and

y(1)
R = (0, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0, 0).

In Step 1 of the decoding algorithm we calculate

c1 = DC(yS), e1 = dH (c1, yS).

Since yS suffered two errors and the decoder DC can decode
at most three errors, we get c1 = 0 and e1 = 2. In Step 2 we
calculate

c2 = DC2

(
(yL , y(1)

R )
)
, e2 = dH ((c2, c2), (yL , y(1)

R )).

The word (yL , y(1)
R ) suffered eight errors and since the code C2

has minimum distance 14, the decoder DC2 can successfully
correct at most six errors. Hence, the output c2 is either F ,
indicating there is no codeword of distance at most six from
(yL , y(1)

R ), or some codeword c2 such that e2 = 6. The
condition in Step 3 fails, but the condition in Step 4 holds
because e1 = 2 = ⌊ 3+2

2

⌋ = 2. Therefore, we conclude that the
decoder in Step 1 succeeds and we can decode the codeword
as ĉ = 0∗ = 0. Note that the operation 0∗ can result in
either 0 or 1, but we can eliminate the word 1 as its distance
from the received word is too large.

As another example, consider the received vector y given by

y = (10, 00, 01, 00, 10, 00, 00, 00, 00, 10, 00, 00, 00, 10, 00),

with associated vectors

yL = (1, 0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0),

yR = (0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0),

yS = (1, 0, 1, 0, 1, 0, 0, 0, 0, 1, 0, 0, 0, 1, 0),

y(1)
R = (0, 0, 0, 1, 0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0).

The word yS suffered five errors, so in Step 1 the decoded
word c1 is either the failure symbol F or some codeword of
weight seven or eight with distance either two or three from
yS , respectively. Let us assume for this example that c1 is a
codeword of weight eight and e1 = 3.

The input word (yL, y(1)
R ) suffered five errors; therefore,

in Step 2 the decoder operation DC2

(
(yL , y(1)

R )
)

succeeds,
so c2 = 0 and e2 = 5. Now the conditions in Steps 3 and 4 do
not hold, so Step 5 will determine which decoder succeeds.
First, we see that a = 1 and so e2 = 5 < 5 + 1 = t0 + a.
Hence, the condition in Step 5a) holds and we conclude that
the second decoder succeeds, i.e., ĉ = 0.

To complete the decoder presentation, we return to the
construction of the decoder DC2 . This decoder receives two
vectors, y1 = (y1,0, . . . , y1,n−1) and y2 = (y2,0, . . . , y2,n−1).
Each is a noisy version of some codeword c ∈ C, and the goal
is to correct a total of 2t errors in the two vectors. We define
the vector ỹ = (ỹ0, . . . , ỹn−1) such that for all 0 � i � n − 1,
ỹi = y1,i if y1,i = y2,i , and otherwise ỹi =? to indicate an

erasure. If the number of errors in ỹ is τ and the number of
erasures is ρ, then we have 2τ +ρ � 2t = d(C)− 1, which is
within the error and erasure correcting capability of C. We are
left only with the problem of defining a decoder that corrects
errors and erasures for cyclic codes. For that, we refer the
reader to, for example, [14], [16]. Alternatively, we can treat
the code C2 as a concatenated code where the inner code is
simply the repetition code of length two. A general technique
for decoding concatenated codes is described in [15, Ch. 12].

A symbol-pair error can change the value of either a single
bit or both bits in a pair-read symbol. However, the knowledge
on the maximum number of symbol-pair errors from each kind
may be known in advance. For example, a symbol-pair error
which corrupts only a single bit can be a result of a bit that was
written erroneously to the media, while the two bits may be in
error as a result of a reading noise. Thus, we consider codes
that distinguish between these two types of errors. Specifically,
we say that a code is a (t1, t2) symbol-pair error-correcting
code if it can correct up to t1 single-bit symbol-pair errors and
up to t2 double-bit symbol-pair errors.

Our discussion of (t1, t2) symbol-pair error-correcting codes
uses as a point of departure a given binary cyclic linear code C
with minimum Hamming distance dH (C) and a decoder DC .
The next theorem provides a condition on dH (C) that implies
the code C is a (t1, t2) symbol-pair error-correcting code.

Theorem 3: A binary linear cyclic code C of length n
and minimum distance dH (C) is a (t1, t2) symbol-pair error-
correcting code if

dH (C) � min {t1 + 2t2 + 1, 2t1 + 1} ,

and t1 + t2 < n/2.
Proof: We now examine two different approaches to

correct such errors.
1) The first approach uses the decoder DC2 of the double-

repetition code of C, as introduced earlier in this section.
This decoder will need to correct t1 + 2t2 errors and
therefore

dH (C2) = 2dH (C) � 2(t1 + 2t2) + 1,

or

dH (C) � t1 + 2t2 + 1.

2) The second approach uses the decoder DC that we
applied to the vector yS , also previously described.
This decoder is required to correct t1 errors and thus
dH (C) = 2t1 + 1. Note that according to Lemma 2, the
condition t1 + t2 < n/2 guarantees a successful recovery
of the stored codeword c based upon the decoding of c′.

We conclude that if the condition in the theorem statement
holds, we can choose either of these two approaches as the
basis for a successful decoder.

From Theorem 3, we conclude that knowing the values
of t1 and t2 significantly simplifies the decoder operation
since we know which of the two decoders to apply in order
to correct the symbol-pair errors. However, this knowledge
may also reduce the lower bound on the required minimum
Hamming distance of the code C, and thus the required



YAAKOBI et al.: CONSTRUCTIONS AND DECODING OF CYCLIC CODES OVER b-SYMBOL READ CHANNELS 1547

code redundancy. To see this, assume that we construct a
(t1, t2) symbol-pair error-correcting code using a linear cyclic
code C which corrects t1+t2 symbol-pair errors. Then, accord-
ing to Theorem 1, its minimum Hamming distance dH (C) is
required to satisfy

dH (C) +
⌈

dH (C)

2

⌉
� 2(t1 + t2) + 1. (2)

On the other hand, according to Theorem 3, dH (C) must
be greater than or equal to min {t1 + 2t2 + 1, 2t1 + 1}. It is
straightforward to verify that for any two non-negative integers
t1 and t2, this lower bound on dH (C) is no greater than the
lower bound on dH (C) implied by (2).

To conclude the discussion in this section, we note that the
presented decoder Dπ uses two decoders: the first one is DC
for the code C and the second is DC2 for the code C2. Since
there is no specific requirement for these decoders besides
their error and erasure correction capability, we can use any of
the existing decoders for cyclic codes. Hence, the complexity
of the decoder Dπ will be of the same order as that of the
best decoders for cyclic codes. This provides a significant
improvement upon the syndrome-type decoder for linear codes
which was given in [5].

Finally, we note that a decoding approach similar to the one
discussed above was presented in [17]. The goal in [17] was
to use binary linear cyclic error-correcting codes in order to
detect and correct multiple binary bursts whose total weight
is limited. The decoder design exploited the property that, in
a linear cyclic code, if c is a codeword then so is c′. Thus,
decoding of at least c and c′ has to succeed.

In the next section, we extend some of our results on
the symbol-pair read channel to b-symbol read channels,
with b � 3.

V. EXTENSIONS TO b-SYMBOL READ CHANNEL

In this section, we study the b-symbol read channel,
3 � b < n, where b symbols are sensed in each read operation.
First, we formally define the b-symbol read channel model
and introduce the b-symbol distance function. We then prove
some of their basic properties, along the lines of those of
the symbol-pair read channel model and symbol-pair distance.
Next, we turn to constructions of codes for the b-symbol
read channel. Generalizing results in [1], we analyze the
b-symbol distance properties of codes obtained by interleaving
b component codes, and then describe a decoding algorithm
that decodes up to the decoding radius. Finally, we study
b-symbol properties of two specific families of codes, namely
the codes corresponding to the entire space of codewords, �n ,
and the linear cyclic Hamming codes of length n = 2m − 1,
m � 3.

A. Basic Properties

For b � 3, the b-symbol read vector corresponding to the
vector x = (x0, x1, . . . , xn−1) ∈ �n is defined as

πb(x) = [(x0, . . . , xb−1), . . . , (xn−1, x0, . . . , xb−2)] ∈ (
�b)n

.

We refer to the elements of πb(x) as b-symbols. The b-symbol
distance between x and y, denoted by db(x, y), is defined as

db(x, y) = dH (πb(x), πb(y)).

For simplicity, we sometimes refer to this as the b-distance.
Similarly, we define the b-weight of the vector x as
wH (πb(x)). As was the case for the symbol-pair distance,
it is easy to see that db(x, y) = wb(x + y), for all x, y. For
convenience of notation, if the i -th symbol πb(x)i of πb(x) is
not the all-zero b-tuple, we will write πb(x)i �= 0.

The following proposition is a natural generalization of
Proposition 2.

Proposition 3: Let x ∈ �n be such that 0 < wH (x) �
n − (b − 1). Then,

wH (x) + b − 1 � wb(x) � b · wH (x).

Proof: Let S = {i : xi �= 0}, so |S| = wH (x). Since every
symbol xi ∈ x appears in b elements of πb(x), the number of
non-zero b-symbols in πb(x) is at most |S| · b = wH (x) · b,
implying the upper bound wb(x) � b · wH (x).

To prove the lower bound, we consider two cases. First,
assume that x has no set of b or more consecutive zeros. Then,
for every index i , we have πb(x)i �= 0, and thus wb(x) = n.
This implies that

wH (x) + b − 1 � n − (b − 1) + (b − 1) = n = wb(x).

Next, consider the case where x does contain a sequence of at
least b consecutive zeros. Since, by assumption, wH (x) > 0,
we can find an index k such that xk = xk+1 = · · · =
xk+b−1 = 0 and xk+b = 1. Therefore, for all k + 1 � i �
k + b − 1, we have πb(x)i �= 0. Furthermore, for all i such
that xi = 1, we also have πb(x)i �= 0. It follows that

wb(x) � wH (x) + b − 1.

Our next goal is to suitably generalize Lemma 1, giving a
useful characterization of wb(x) for arbitrary b � 3. In order
to do this, we introduce for every x ∈ �n an auxiliary vector
x̂ ∈ �n , obtained from x by inverting every sequence of b−2
or fewer consecutive zeros in x. More formally, we define x̂
as follows. If (xi , xi+1, . . . , xi+k , xi+k+1) = (1, 0, . . . , 0, 1)
for some 0 � i � n − 1 and k � b − 2, then x̂ j = 1 − x j = 1
for i + 1 � j � i + k. For all other values of j , x̂ j = x j .

Example 3: Assume b = 4 and let x = (0, 1, 1, 0, 0,
0, 1, 0). Then

x̂ = (1, 1, 1, 0, 0, 0, 1, 1).

Note that the sequence of consecutive zeros beginning at
position 3 has length b − 1 = 3 and therefore these zeros
remain unchanged in x̂, while the sequence of cyclically
consecutive zeros beginning at position 7 has length 2 <
b − 1 = 3 and therefore these zeros are changed to ones.

Now, we state and prove the generalization of Lemma 1
for b � 3.

Lemma 4: For any x ∈ �n and positive integer b � 3,

wb(x) = wH (̂x) + (b − 1) · wH (̂x′)
2

.
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Proof: Let us first show that wb(x) = wb (̂x). The only
positions j for which πb(x) j and πb (̂x) j differ are those for
which πb(x) j = (x j , . . . , x j+b−1) contains a zero bit in a
length-(k + 2) sequence of the form

(xi , xi+1, . . . , xi+k , xi+k+1) = (1, 0, . . . , 0, 1)

where k � b − 2. The zero bits xi+1, . . . , xi+k appear in the
j -th symbol of πb(x) for i −b+2 � j � i +k. However, since
xi = xi+k+1 = 1, in this range of values of j , we see that
both πb(x) j �= 0 and πb (̂x) j �= 0. For all other positions j ,
the corresponding bits of πb(x) j and πb (̂x) j are the same and
thus πb(x) j �= 0 if and only if πb (̂x) j �= 0.

Next, we determine the value of wb (̂x), making use of the
fact that any sequence of consecutive zeros in x̂ has length at
least b − 1. Let

S0 = {i : πb (̂x)i �= 0, x̂i = 1},
S1 = {i : πb (̂x)i �= 0, x̂i = 0, x̂i+1 = 1},

...

Sb−2 = {i : πb (̂x)i �= 0, x̂i = · · · = x̂i+b−3 = 0, x̂i+b−2 = 1},
Sb−1 = {i : πb (̂x)i �= 0, x̂i = · · · = x̂i+b−2 = 0, x̂i+b−1 = 1}.

Clearly, wH (̂x) = |S0| and, since Sj ∩ S� = ∅, for all
0 � j < � � b − 1, we also have

wb (̂x) = | ∪b−1
i=0 Si | =

b−1∑

i=0

|Si |.

Let us now show that for all 2 � � � b − 1, |S1| = |S�|.
If i ∈ S1 then (̂xi , x̂i+1) = (0, 1). Since there is no sequence
of less than b − 1 consecutive zeros

(̂xi−(b−2), . . . , x̂i , x̂i+1) = (0, . . . , 0, 1)

and thus i − (�−1) ∈ S�. Hence, |S�| � |S1|. For the opposite
inequality, note that if i ∈ S�, � � 1, then

(̂xi , x̂i+1, . . . , x̂i+�−1, x̂i+�) = (0, . . . , 0, 1).

Therefore (̂xi+�−1, x̂i+�) = (0, 1), so i + �− 1 ∈ S1, implying
that |S1| � |S�|. Hence, |S1| = |S�| for all 2 � � � b − 1.
Remember that the vector x̂′ is defined according to (1) to be
the vector

x̂′ = (̂x0 + x̂1, x̂1 + x̂2, . . . , x̂n−1 + x̂0),

and hence as in the proof of Lemma 1, |S1| = wH (̂x′)
2 , so we

can conclude that

wb (̂x) =
b−1∑

�=0

|Si | = wH (̂x) + (b − 1) · wH (̂x′)
2

.

Example 4: Assume b = 4 and let x = (1, 0, 0, 0, 1,
0, 0, 1). Then wH (x) = 3,

π4(x) = [1000, 0001, 0010, 0100, 1001, 0011, 0110, 1100],
and, therefore, w4(x) = 8. It is easy to verify that the
inequalities in Proposition 3 hold.

We also see that

x̂ = [1, 0, 0, 0, 1, 1, 1, 1]

and

x̂′ = [1, 0, 0, 1, 0, 0, 0, 0],
so wH (̂x) = 5 and wH (̂x′) = 2. The relationship in Lemma 4
is clearly seen to hold.

In analogy to the definition of symbol-pair codes, we define
the b-symbol read code of a code C over � to be the code
πb(C) = {πb(c) : c ∈ C} over �b . The minimum b-distance
of C, db(C), is given by db(C) = dH (πb(C)), where the
Hamming distance is over the alphabet �b. Referring to
Proposition 3, we see that if 0 < dH (C) � n − (b − 1), then

dH (C) + b − 1 � db(C) � b · dH (C). (3)

A b-symbol error in the i -th symbol of πb(c) changes at least
one of the b symbols in the vector πb(c)i = (xi , . . . , xi+b−1).
Using the same reasoning as in the proof of Proposition 3
in [1], we see that a code C can correct any t b-symbol errors
if db(C) � 2t + 1.

In the next section, we study the b-distance of a code
constructed by interleaving. We note that an extension of
Theorem 1 is not straightforward to derive in this case.
Namely, if c is a codeword in a linear cyclic code C, then
the vectors ĉ and ĉ′ do not necessarily belong to the code C,
and hence it is not possible to use Lemma 4 to derive a bound
on the minimum b-distance of a binary cyclic code.

B. Code Construction by Interleaving
The interleaving scheme studied in [1] generates codes C

that satisfy dp(C) = 2dH (C). We will next show how this
construction can be generalized for arbitrary b � 3, so we
generate codes which satisfy db(C) = b · dH (C). This result
approves also that the upper bound on the minimum b-distance
stated in (3) is tight. The standard notation of (n, M, d)
will be used to denote the parameters of a binary code of
length n, size M , and minimum distance d . Given a collection
of b codes C0, . . . , Cb−1, where for 0 � i � b − 1 the code
Ci has parameters (n, Mi , di ), their interleaved code C is a
(bn,�b−1

i=0 Mi , min0�i�b−1{di }) code defined as follows:

C = {(c0,0, . . . , cb−1,0, c0,1, . . . , cb−1,1, . . . , c0,n−1, . . . ,

cb−1,n−1) : ci =(ci,0, . . . , ci,n−1) ∈ Ci , for 0� i �b−1}.
Theorem 4: Let C0, . . . , Cb−1 be a set of b binary codes

with respective parameters (n, Mi , di ), for 0 � i � b − 1.
Then their interleaved code C satisfies

db(C) = b · dH (C) = b · min
0�i�b−1

{di }.
Proof: Every codeword in c ∈ C has the form

c = (c0,0, . . . , cb−1,0, c0,1, . . . , cb−1,1, . . . ,

c0,n−1, . . . , cb−1,n−1),

obtained by interleaving codewords

ci = (ci,0, . . . , ci,n−1) ∈ Ci , 0 � i � b − 1.

If c �= 0, then ci �= 0 for some 0 � i � b − 1. The symbols
in ci are separated by at least b positions from one another in c
and, therefore, there are at least b · wH (ci ) symbols in πb(c)
that are non-zero. That is,

wb(c) � b · wH (ci ) � b · min
0�i�b−1

{di} = b · dH (C).
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The opposite inequality follows from the fact that there is a
codeword c ∈ C such that wH (c) = dH (C) and, according to
Proposition 3,

wb(c) � b · wH (c) = b · dH (C).

We conclude that db(C) = b · dH (C), as claimed.
According to the remark at the end of the previous sub-

section, Theorem 4 implies that the interleaved code C can
correct any �(db(C)−1)/2� b-symbol errors. We now describe
a decoding algorithm for C that achieves this decoding radius.

For a length-n vector c = (c0, . . . , cn−1) we define the
length-bn vector

(c)b = (c0, . . . , c0, . . . , cn−1, . . . , cn−1)

obtained by repeating b times each bit in c. Now, for each
component code Ci , 0 � i � b − 1, of the interleaved code C,
we let (Ci )b be the length-bn code

(Ci )b = {(c)b : c ∈ Ci }.
If Ci is an (n, Mi , di ) code, then (Ci )b is a (bn, Mi , bdi ) code.
We assume that the code Ci has a bounded distance decoder Di

that corrects errors of weight up to the decoding radius. Since
the code (Ci )b can be interpreted as a concatenation of an outer
code Ci and an inner b-repetition code, we can also assume
that (Ci )b has a decoder (Di )b that can correct up to � bdi−1

2 �
errors; for more details on constructing the decoder (Di )b from
decoder Di , we again refer the reader to [15, Ch. 12].

Assume that the stored codeword c ∈ C is

c = (c0,0, . . . , cb−1,0, c0,1, . . . , cb−1,1, . . . ,

c0,n−1, . . . , cb−1,n−1),

where ci = (ci,0, ci,1, . . . , ci,n−1) ∈ Ci for all 0 � i � b − 1.
Let πb(C) be the b-symbol read vector of c, and let y be the
length-bn received vector. We represent y as

y = (y0, . . . , ybn−1)

where y j = (y j,0, . . . , y j,b−1), for 0 � j � bn − 1, and we
make the assumption that

dH (y, πb(c)) � �(db(C) − 1)/2�.
If we index the bit positions in c from 0 to bn−1, the bit ci, j

in c lies in position ( jb+ i), for 0 � i � b−1, 0 � j � n−1.
Each bit ci, j is read b times, corresponding to the components
y jb+i−(b−1),b−1, . . . , y jb+i−1,1, and y jb+i,0 that belong to
the b-symbols y j b+i−(b−1), . . . , y j b+i−1, and y j b+i , respec-
tively.

Next, we combine these estimates of ci, j into a binary
vector yi, j for 0 � i � b − 1, 0 � j � n − 1, where

yi, j = (y jb+i−(b−1),b−1, . . . , y jb+i−1,1, y jb+i,0).

Finally, the vector y, treated as a binary vector, is partitioned
into the following b vectors, each of length bn bits,

yi = (yi,0, yi,1, . . . , yi,n−1),

for 0 � i � b − 1.
Lemma 5: For 0 � i � b − 1,

dH
(

yi , (ci )b
)

� �(db(C) − 1)/2�

where dH denotes the Hamming distance over the binary
alphabet �.

Proof: First, note that, for 0 � i � b − 1, every yi is a
noisy version of the codeword

(ci )b = (ci,0, . . . , ci,0, . . . , ci,n−1, . . . , ci,n−1) ∈ (Ci )b.

Furthermore, every b-symbol error in y can change at most one
of the bits in every yi and thus the binary Hamming distance
between (ci )b and yi is at most �(db(C) − 1)/2�, that is,

dH
(

yi , (ci )b
)

� �(db(C) − 1)/2�.

Finally, from Theorem 4, we have

�(db(C) − 1)/2� = �(b · dH (C) − 1)/2� � �(b · di − 1)/2�,
for all i with 1 � i � b, which implies that the decoder (Di )b

can successfully decode the word yi . Thus, for 0 � i � b −1,
the codeword ci is successfully decoded and, therefore, so is
the codeword c.

C. Codes With Small Minimum Hamming Distance

In this section we study the minimum b-distance of two
special classes of codes. The first class corresponds to the
“complete” codebooks �n and the second to the linear cyclic
Hamming codes.

Given a length-n vector over �b , the majority decoder
outputs for each b-symbol the majority value among its b
constituent bits, or ? if b is even and the number of zeros
and ones is equal. The following lemma provides the minimum
b-distance of the code �n and proves that the majority decoder
can be used to decode up to the b-distance decoding radius.

Lemma 6: Let C = �n. For all b � 3, the minimum
b-distance satisfies db(C) = b and the majority decoder can
correct � b−1

2 � b-symbol errors.
Proof: Assume x is a non-zero vector, and let x̂ be as

defined in Section II. Then x̂ �= 0 and therefore wH (̂x) � 1.
If x �= 1, then wH (̂x′) � 2. Lemma 4 then implies that
wb(x) � 1 + (b − 1) · 2

2 = b. If x = 1, then wb(x) = n, and
the inequality follows from the fact that b < n. We conclude
that db(C) = b by noting that the codewords in πb(C)
corresponding to the b-symbol read vector of a weight-1 word
in C has b-weight b.

If there are � b−1
2 � symbol errors in the received version of

πb(x), then for every 0 � i � n −1, the bit xi of the vector x
is in error in at most � b−1

2 � of the b symbols that provide an
estimate of that bit. Thus, the majority decoder can be used
to recover every bit xi and, therefore, the vector x.

The following lemma considers the b-distance of linear
cyclic Hamming codes, providing a generalization of a result
in [1].

Lemma 7: If C is the linear cyclic Hamming code of length
n = 2m − 1 and b + 2 � m, then db(C) = 2b + 1.

Proof: Let x ∈ C be a non-zero codeword. We first
show that wb (̂x) � 2b + 1. Clearly, wH (̂x) � wH (x) � 3.
Assume that x̂ �= 1, so wH (̂x′) is a positive even integer.
If wH (̂x′) � 4, then according to Lemma 4, we have wb(x) �
3 + (b − 1) · 4

2 = 2b + 1. If wH (̂x′) = 2, then x̂ contains
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a single sequence of consecutive ones, whose length � must
satisfy � � m. Otherwise, if � < m, the non-zero entries of
the codeword x would be confined to at most m −1 locations.
If g(x) is a generator polynomial of degree m for the code, this
would mean there exists a non-zero polynomial of degree at
most m −1 which is a multiple of g(x), which is not possible.
Therefore, Lemma 4 implies that wb (̂x) � m + (b − 1) · 2

2 =
m + b − 1 � 2b + 1. Finally, we note that if x̂ = 1, then
wb (̂x) = n � 2b + 1 for b � 3 and m � b + 2.

To show that db(C) = 2b + 1, we note that C contains a
weight-3 codeword x with two consecutive ones. For such a
codeword, the b-weight is exactly 2b + 1.

VI. CONCLUSION

In this paper, we studied the symbol-pair read channel and
developed an improved lower bound on the minimum pair
distance of linear cyclic codes. We then developed an efficient,
bounded distance decoding algorithm that corrects a number
of symbol-pair errors up to the decoding radius corresponding
to this bound. Finally, we studied properties of the b-symbol
read channel model, for b � 3, and the associated b-distance.
We then considered several constructions of codes for the
b-symbol read channel, computed their minimum b-distance,
and in several cases proposed effective bounded distance
decoding algorithms.

Clearly, the results in this paper do not solve all problems
related to b-symbol read channels. In particular, it is not clear
whether the lower bound on the minimum pair-distance of
a linear cyclic code in Theorem 1 can be improved, and
possible improvement in the b-distance case remains open, as
well. There is also a need for additional code constructions
beyond interleaving and those based on codes with small
minimum Hamming distance. Simplified decoding algorithms
for specific codes in the b-symbol error correction setting
are also of interest. Finally, several other topics relating to
b-symbol error-correcting codes have not been explored, such
as the existence of perfect codes, tight upper bounds on
code cardinalities, and optimal code constructions with some
prescribed minimum b-distance.
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