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Abstract— To achieve large storage capacity on magnetic hard
disk drives, very high track density is required, causing severe
intertrack interference (ITI). Multihead multitrack (MHMT)
detection has been proposed to better combat the effects of ITI.
Such detection, however, has prohibitive implementation com-
plexity. Reduced-state sequence estimation (RSSE) is a promising
technique for significantly reducing the complexity, while retain-
ing good performance. In this paper, several different MHMT
models are considered, including symmetric and asymmetric
2H2T systems, and a symmetric 3H3T system. By carefully
evaluating the effective distance between two input symbols, we
propose optimized set partition trees for each channel model.
Different trellis configurations for RSSE are constructed based on
the desired performance/complexity tradeoff. Simulation results
show that the reduced MHMT detector can achieve near
maximum-likelihood (ML) performance with a small fraction of
the original number of trellis states. We also use error event
analysis to explain the behavior of RSSE. The proposed algo-
rithm could be potentially applied to next generation magnetic
recording systems, especially when the ML detector is infeasible
due to the high computational complexity.

Index Terms— Shingled magnetic recording, multitrack mul-
tihead detection, intertrack interference, reduced-state sequence
estimation.

I. INTRODUCTION

INTERTRACK interference (ITI), caused by aggressively
shrinking the track pitch, is one of the more severe impair-

ments in next generation hard disk drives (HDDs) [1], [2].
The use of an array reader to simultaneously read and process
multiple tracks has recently drawn intensive interest because of
its capability to handle ITI as well as electronic noise [3], [4].
The associated maximum likelihood (ML) detector complexity
is, however, drastically increased.

Let xi = [x1
i , x2

i , ..., xn
i ]�, x j

i ∈ {−1,+1}, be a column
vector of the input symbols written on n adjacent tracks at
time i . Let x(D) = [x1(D), x2(D), ..., xn(D)] denote the
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collection of sequences recorded on n tracks, where D is
the delay unit. Assume all the tracks are equalized to the
same channel polynomial h(D) = h0 + h1 D + · · · + hν Dν .
An n-head, n-track (nHnT) system is generally modeled as

r i = An yi + ωi , (1)

where r i = [r1
i , r2

i , ..., rn
i ]� is the vector of received sig-

nals from n heads, yi = [y1
i , y2

i , ..., yn
i ]� is a vector of

noiseless channel outputs, y j
i = ∑ν

k=0 hk x j
i−k , and ωi =

[ω1
i , ω

2
i , ..., ωn

i ]�, ωi ∼ N (0, σ 2) is a vector of independent
Gaussian electronic noise samples. We assume the noise
samples are uncorrelated across tracks, i.e. E[ωiω

�
i ] = σ 2 In ,

where In is the n × n identity matrix. The ITI effect is
characterized by an n × n matrix An . We will be primarily
interested in the situation when

An =

⎡
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⎢
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⎢
⎢
⎢
⎣

1 ε

ε 1
. . . 0

. . .
. . .

. . .
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⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, (2)

where ε ∈ [0, 0.5] represents the ITI level. Such a system
is symmetric, and the ITI only comes from the immediately
adjacent tracks. ated and i.i.d, with na

k , nb
k ∼ N (0, σ 2).

The ML detector decodes n tracks by simultaneously
processing readback signals from n heads [5], [6]. The
resulting joint trellis is composed of 2nν states, each asso-
ciated with 2n incoming and outgoing edges. Constructing
the trellis requires knowledge of ε, which is generally time
varying, and unknown to the receiver. This problem is resolved
in Part I. More specifically, in Part I we propose a novel
ML-equivalent detection method - weighted sum subtract joint
detector (WSSJD) - along with a gain loop structure that can
estimate the ITI as well as adapt itself to the new estimates.
This work was partially presented in [7].

In Part II, we explore ways to reduce the complexity of
MHMT detection, which is another challenging problem that
needs to be solved to make MHMT practical. Compared to the
traditional single-head single-track (SHST) detector with com-
plexity O(2ν), the nHnT ML detector has complexity O(2nν).
For ν > 3, which is typical in practical recording channels,
direct implementation of the nHnT ML detector could become
infeasible even for small n. On the other hand, reduced-state
sequence estimation (RSSE) [8], which was first proposed for
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transmitting quadrature amplitude modulation (QAM) symbols
through a partial response channel with long memory, is a
good candidate to mitigate the complexity issue of MHMT
detector. The RSSE trellis, originally constructed based on the
Ungerboeck set partition tree, has fewer states. We note that
the M-Viterbi algorithm [9] offers similar performance and
complexity to RSSE, but it uses an ad hoc larger trellis which
complicates its analysis and hardware implementation.

Efforts have been made to develop similar algorithms for use
in MHMT detection. In particular, Kurtas et al. [10] presented
a way to apply RSSE to MHMT system, but their construction
generally suffers from high performance loss.

We propose a different approach, which is based on our
work in Part I. We find that the channel transformation in
WSSJD decomposes the system in (1) into n parallel sub-
channels, which naturally leads to a set partition rule on the
MHMT input constellation. For the simplest 2H2T system, the
channel after transformation becomes a QAM-type model, and
the reduced-state trellis can be constructed by redefining the
distance measure on the transformed input constellation. The
resulting four-level set partition tree provides better flexibility
in performance/complexity tradeoffs. Our simulation results
show that, with fewer than half the number of the full ML
trellis states, RSSE can achieve near-ML performance on many
channels. The concept of using RSSE in 2H2T case was par-
tially presented in [11] and [12], and some of that discussion
is briefly restated in this paper for the sake of completeness
and better understanding. Further details about implementation
issues and more thorough performance evaluations are also
provided here.

We further show that the evaluation of RSSE performance
is tractable through error event analysis. In contrast to ML
detection, some error events in RSSE merge early due to the
reduced-state trellis structure. We introduce an early-merging
condition to identify these error events, and a modified error
state diagram is used to search for the dominant early-merged
error events. The search results for several reduced-state trellis
configurations at different ITI levels are presented. When the
minimum distance parameter of the early-merged error events
is larger than that of the ML detector, the performance loss
of the RSSE trellis is almost negligible. An asymmetric 2H2T
system is also considered because of its potential practical
interest. The error event analysis shows that the proposed set
partitioning rule is also applicable in the asymmetric case.

Finally, we investigate a more complex 3H3T model.
The effective distance between symbols shows different
monotonicity behavior as the ITI level changes. Therefore,
we propose two types of set partition trees, one suitable
for the low ITI environment, and the other better suited
for high ITI levels. Simulation results are provided for both
cases, and they show that RSSE can significantly reduce the
computational complexity of 3H3T detection while retaining
acceptable performance.

The paper is organized as follows. In Section II we briefly
review the original RSSE algorithm developed for the QAM
system, and the WSSJD algorithm. Next, in Section III, we
show how to construct a reduced-state trellis for the symmetric
2H2T channel by redefining the distance measure in the

input constellation and designing proper set partitioning trees.
Performance simulation results for RSSE on 2H2T systems
with different channel models and trellis configurations are
provided in Section IV. Section V gives the early-merging
condition and error event analysis. The dominant error events
for several reduced-state trellises on different channels are
also tabulated. In Section VI we consider the applicability of
the RSSE algorithm to the asymmetric 2H2T model. Finally,
set partition trees of the 3H3T system and their performance
is analyzed and simulated in Section VII. Conclusions are
presented in Section VIII.

II. BACKGROUND

A. Review of RSSE

The RSSE algorithm proposed in [8] was primarily designed
for transmitting QAM symbols through an ISI channel with
memory ν. Recall that the trellis state in the ML detector is
represented as

pi = [ xi−1, x i−2, . . . , x i−ν ], (3)

where each symbol xi−k is selected from a complex-valued
signal set C whose size is M . In RSSE, the reduced complexity
trellis is constructed by grouping several ML states into a
subset state. To do this, for the kth element xi−k in pi , a set
partition �(k) of C is defined, and xi−k is represented by
its subset index ai−k(k) in �(k). Notice that �(k) can be
different for k = 1, · · · , ν. Let Jk = |�(k)| be the number
of subsets in partition �(k), 1 ≤ Jk ≤ M . Then the subset
index ai−k(k) can take its value from 0, 1, · · · , Jk − 1. The
corresponding subset state of pi is denoted by

si = [ ai−1(1), ai−2(2), . . . , ai−ν (ν) ]. (4)

The trellis constructed from all possible sn is called the subset
trellis. To obtain a well-defined trellis structure, the partition
�(k) is restricted to be a further partition of the subsets in
�(k + 1), for 1 ≤ k ≤ ν − 1. This condition guarantees that
for a given state si and current input xi , the next subset state
is uniquely determined and represented as

si+1 = [ ai (1), ai−1(2), . . . , ai−ν+1(ν) ], (5)

where ai (1) is the subset index of xi in �(1), ai−1(2) is the
index of xi−1 in �(2), and so on. The number of states in the
subset trellis is

∏ν
k=1 Jk . The complexity of an RSSE trellis

can be controlled by specifying ν parameters Jk , 1 ≤ k ≤ ν.
We define the configuration of a subset trellis to be a vector
J = [J1, J2, . . . , Jν]. A valid configuration satisfies J1 ≥ J2 ≥
· · · ≥ Jν .

The Viterbi algorithm (VA) can be applied to the reduced-
state trellis without incurring additional computational com-
plexity. To track the survivor ML state at each time instant, a
modified path history is used to store the survivor symbol x̂i−1
that leads to state si . Then the actual survivor ML state p̂i is
obtained by tracing back ν steps in the path history. We say
that p̂i is the unique survivor ML state at time i among all
possible pi ’s whose corresponding subset state is si . Error
propagation may occur, but its effect is negligible [8], [13].
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The underlying idea of RSSE is to drop less likely paths
early in the detection process. Since each subset state contains
multiple ML states, certain paths will merge earlier in the
subset trellis than in the ML trellis. To minimize the per-
formance loss, proper set partitions �(k) should be selected
carefully to guarantee that sufficient distance differences have
been accumulated to reliably distinguish between merging
paths. For the M-QAM system, it has been suggested [8] that
good performance can generally be obtained by maximizing
the minimum intrasubset Euclidean distance for each partition
�(k), k = 1, · · · , ν. The Ungerboeck set partition tree [14]
was shown to have this property and was adopted to make the
selection of �(k). However, such a set partition tree cannot
be directly applied to the nHnT system because of the ITI.
In the following sections, we redefine the way to measure
the distance between input symbols, and propose several set
partition trees that perform well under different circumstances.

B. Weighted Sum Subtract Joint Detector (WSSJD)

WSSJD is proposed to resolve the problem of ITI
estimation. It works on the transformed model of (1), given by

�−1
n V �

n r i = V �
n yi + �−1

n V �
n ωi , (6)

where Vn and �n are the induced matrices from the eigen-
decomposition of An , An = Vn�nV �

n . Since An is a symmet-
ric tridiagonal Toeplitz matrix, it has the property that, Vn is a
constant matrix, and �n is a diagonal matrix whose diagonal
elements, λ j , j = 1, ..., n, are functions of ε. For example,
the 2H2T system has A2 = V2�2V �

2 , where

�2 =
[

1 + ε 0
0 1 − ε

]

, V2 =
[ √

2
2

√
2

2√
2

2 −
√

2
2

]

. (7)

Let zi = V �
n xi , r̄ i = �−1

n V �
n r i and ω̄i = �−1

n V �
n ωi

be the input, received sample and noise of the transformed
system given by (6). Then the system consists of n parallel
sub-channels, each of which has the input-output relationship

r̄ j
i =

ν∑

k=0

hk z j
i−k + ω̄

j
i , j = 1, ..., n. (8)

In the joint trellis constructed for (6), a state (zi−ν , ..., zi−1)

associated with the input zi will have output ȳ j
i =

ν∑

k=0
hkz j

i−k .

Notice that the trellis labels are independent of ε. Moreover,
the noise samples, ω̄

j
i , are independent and have different

powers, E[ω̄i ω̄
�
i ] = σ 2(�−1

n )2.
The use of WSSJD is summarized as follows:
1) Calculate r̄ i by r̄ i = �−1

n V �
n r i .

2) To retain the ML property, the branch metrics are
weighted when applying the Viterbi algorithm (VA),

m(si−1, si ) =
n∑

j=1

λ2
j (r̄

j
i − ȳ j

i )2. (9)

WSSJD can work with a gain loop structure which adap-
tively estimates ε. The new estimate is then fed back to
WSSJD to update the weights in calculating the branch metric.
The discussion of ITI estimation is beyond the scope of this

paper; therefore, we assume that ε is known. For more details
on WSSJD, the reader is referred to Part I.

Throughout this paper, the complexity reduction techniques
are developed based on WSSJD. This is motivated by the
fact that WSSJD has ML-equivalent performance. Moreover,
the coordinate transformations in WSSJD lead to a better
measure of the distance between input symbols, which plays
an important role in designing the set partition tree. Further,
as we will see, the structure of parallel channels can provide
additional complexity reduction in selecting survivor paths.
We emphasize, however, that the RSSE techniques described
here are also applicable to the standard MHMT ML detector
trellis. Henceforth, with a slight abuse of terminology, when
we say the “ML trellis”, we refer to the WSSJD trellis.

III. SET PARTITION TREE FOR 2H2T SYSTEM

We first consider the symmetric 2H2T system
[

r1
i

r2
i

]

=
[

1 ε
ε 1

] [
y1

i
y2

i

]

+
[

ω1
i

ω2
i

]

. (10)

which is also studied in [5] and [6]. After the WSSJD
transformation, two parallel sub-channels are formed, given by

r̄1
i =

ν∑

k=0

hkz1
i−k + ω̄1

i , r̄2
i =

ν∑

k=0

hk z2
i−k + ω̄2

i (11)

where
[

z1
i

z2
i

]

=
[

1 1
1 −1

] [
x1

i
x2

i

]

(12)

[
r̄1

i
r̄2

i

]

=
[ 1

1+ε 0
0 1

1−ε

] [
1 1
1 −1

] [
r1

i
r2

i

]

(13)

[
ω̄1

i
ω̄2

i

]

=
[ 1

1+ε 0
0 1

1−ε

] [
1 1
1 −1

] [
ω1

i
ω2

i

]

. (14)

are the new input symbol, received symbol, and noise compo-
nent of the transformed system (11), respectively. The noise
samples satisfy ω̄1

i ∼ N (0, 2σ 2

(1+ε)2 ), ω̄2
i ∼ N (0, 2σ 2

(1−ε)2 ).

In this new system, z1(D) and z2(D) are transmitted sep-
arately through h(D). If we treat z1

i and z2
i as the real and

imaginary components of a complex symbol, the resulting
system is QAM-like, where the only difference is that the
two subchannels have different signal-to-noise ratios (SNRs).
Considering this dimensional asymmetry, we define the effec-
tive symbol pair distance (ESPD) between two input symbols
zi and z̃i as

d2
e (zi , z̃i ) = (1 + ε)2

2
(z1

i − z̃1
i )

2 + (1 − ε)2

2
(z2

i − z̃2
i )

2. (15)

The ESPDs between different pairs of inputs are listed
in Table I. Notice that the ESPDs, 	2

1, 	2
2, and 	2

3, show dif-
ferent monotonicity behavior when ε changes. For ε ∈ [0, 0.5],
	2

1 and 	2
3 are increasing functions, while 	2

2 decreases.
The changes in ESPDs affect the performance of a reduced-
state trellis. Therefore, even with the same subset trellis
configuration, the RSSE performs differently at various ITI
levels.
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Fig. 1. The set partition tree constructed for 2H2T system. The horizontal
and vertical axes in the constellation correspond to z1

i and z2
i dimension,

respectively. This tree contains 4 levels, {L1, L2, L3, L4}, each of which is
a set partition of the constellation. The minimum ESPD on each level is
specified on the right side. The number labeled on each branch is the index
of the subset in the corresponding set partition.

TABLE I

THE ESPDS BETWEEN DIFFERENT INPUT SYMBOLS

Based on Table I, we propose a set partition tree shown
in Fig. 1. The minimum intrasubset ESPD increases from the
top level to the bottom level. Compared to the Ungerboeck
set partition tree, the additional level L3 comes from the
asymmetric distance measure in the z1 and z2 dimensions,
and it provides better flexibility in performance/complexity
tradeoff. We emphasize that, although the proposed set par-
tition tree is motivated by the WSSJD transformation, it can
be implemented with the standard ML detectors.

The subset trellis is constructed by choosing �(k) from the
levels of the set partition tree for each k = 1, · · · , ν, and to
guarantee a well-defined trellis structure, �(k) should always
be at the same level or at a higher level than �(k −1). During
the detection process, only one ML state can survive inside
each subset state at each time slot. Consider the example given
in Fig. 2 and assume ε = 0.1. Once the survivor state pi
is decided, the output labels are also determined. A look-
up table can be stored to facilitate the process of finding
the corresponding output labels given the survivor ML states.
Assume the transformed received signals are r̄ = (r̄1, r̄2) =
(5, 3). The metric comparison shows that the subset state [0, 1]
with survivor ML state

[( +2
0

)
,
(

0+2

)]
gives the smallest path

metric, so the survivor ML state of sn+1 = [0, 0] is updated
to be

[( +2
0

)
,
( +2

0

)]
, which will be used in the next time slot.

For a configuration with J1 < 4, the subset trellis con-
tains parallel branches. A pre-selection between the parallel
branches is required during detection. Due to the symmetric
property of WSSJD trellis labels, this pre-selection can be
done without explicitly calculating the branch metric, for

Fig. 2. An illustration of detection on subset trellis. The subset trellis is
constructed for PR2 channel 1 + 2D + D2, with configuration [4, 2]. The left
columns list the subset states si and their associated survivor ML states pi .
The label on each branch is the channel input|output. All of the branches
terminate at subset state si+1 = [0, 0].

Fig. 3. Sample parallel branches for subset trellis with 2 states constructed
for channel 1 + D.

J1 = 2 or 3. For instance, consider the two scenarios illustrated
in Fig. 3. In both cases, the survivor ML state at the starting
stage is assumed to be p̂i = [(+2, 0)]. The input and output
labels are marked on the branches. In Fig. 3(a), both the
input symbols (+2, 0) and (−2, 0) lead the paths to subset
state 0. Notice that the input symbols (+2, 0) and (−2, 0)
have the same value in the z2 dimension, producing the same
output on the subtract channel. Instead of calculating metrics
from equation (9), the pre-selection performs a thresholding
on the sum channel output and makes the decision. In this
example, the threshold is +2, obtained by averaging +4 and 0.
If r̄1

i > +2, the strategy is to pick (+2, 0) as the survivor
symbol, while for the case r̄1

i < +2, (−2, 0) should be the
survivor. Similarly for another case shown in Fig. 3(b), the
thresholding is conducted on the subtract channel output, since
the two input symbols produce the same output in the sum
channel. By comparing r̄2

i with the threshold 0, the detector
picks (0,+2) if r̄1

i > 0, or (0,−2) if r̄2
i < 0. This symmetry

property renders the WSSJD formulation preferable over the
traditional ML detector.

IV. PERFORMANCE OF RSSE ON 2H2T SYSTEM

We examine the RSSE performance on various subset trel-
lises constructed from the proposed set partition tree. Several
types of channels at different ITI levels are considered. The
SNR is defined as

SNR(dB) = 10 log
‖h(D)‖2

2σ 2 (16)

where ‖h(D)‖2 = ∑
i h2

i .
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Fig. 4. Performance comparison between RSSE and ML detector on dicode
channel at different ITI levels. The legend shows the RSSE subset trellis
configuration and the corresponding number of trellis states.

Fig. 5. Performance comparison between RSSE and ML detector on PR2
channel at different ITI levels. The legend shows the RSSE subset trellis
configuration and the corresponding number of trellis states.

A. Dicode Channel

This simple example helps us understand how the pre-
selection between parallel branches affects the system.
Although early-merging happens at every time step, it does not
seriously degrade the performance. From Fig. 4 we see that
the performance loss of the 3-state subset trellis is less than
0.1dB. Moreover, the 3-state RSSE has better performance at
the higher ITI level (ε = 0.3), while the 2-state RSSE performs
better at the lower ITI level (ε = 0.1). In Section V-A, we
explain this observation by analyzing the length-1 error events.

B. Channel with Higher Memory

Higher channel memory provides more flexibility in con-
structing the subset trellis. PR2 and EPR4 are two commonly
used PR targets to approximate magnetic recording channels.
For the PR2 channel, h(D) = 1 + 2D + D2, the bit error
rate (BER) performance as a function of SNR at different
ITI levels is plotted in Fig. 5. The comparison between
Fig. 5(a) and Fig. 5(b) shows that even using the same subset
trellis, RSSE performs differently at different ITI levels, and its
performance correlates with the minimum intrasubset ESPDs
of the set partitions configured in the subset trellis. At a low
ITI level (ε = 0.1), the performance of RSSE on the [4, 2]
subset trellis coincides with that of the ML detector. The
performance of trellis [4, 3] is not plotted, but can be predicted
to be close to the ML curve. The other two trellises, [4, 1]
and [3, 3], lose approximately 1.25dB. When the ITI level
becomes higher (ε = 0.3), the subset trellis [4, 2] cannot
provide reliable early path merging because the minimum

TABLE II

THE SNR LOSS OF DIFFERENT SUBSET TRELLIS CONFIGURATIONS TO

ACHIEVE BER= 10−4 .

intrasubset ESPD 	2
2 in �(3) = L2 is substantially reduced.

However, [4, 3] can achieve near-ML performance. The trel-
lis [4, 1] still has a 1.35dB loss, while the increase of 	2

1
brings [3, 3] closer to the ML performance.

In [12] we also present simulation results for the EPR4
channel, h(D) = 1 + D − D2 − D3. We show that the
RSSE[4, 3, 2] and RSSE[4, 3, 3] trellises can provide near-ML
performance (less than 0.1dB loss) at ε = 0.1 and ε = 0.3,
respectively.

Tables II summarize the performance loss in dB for several
subset trellis configurations compared to an ML detector at
BER= 10−4 on the PR2 and EPR4 channels, respectively.
Several conclusions can be drawn from these tables. First, a
trellis with fewer states does not necessarily have worse perfor-
mance than one with more states. For example, in Table II(b)
for the EPR4 channel, when ε = 0.1, the [4, 4, 2] configuration
with 32 states outperforms the [4, 3, 3] configuration with
36 states. Second, the performance of a configuration may
change drastically at different ITI levels. One example is the
[4, 4, 2] trellis, which essentially achieves ML performance
at ε = 0.1, but loses over 1dB for ε = 0.4. Finally, not
all configurations suffer further performance losses at higher
ITI. It is interesting to observe that the RSSE [3, 3, 3] tellis
with parallel branches can have near-optimal performance
at ε = 0.4. Therefore, the pre-selection between parallel
branches at every stage is quite reliable. In Section V we give
an explanation of these observations from the point of view
of error event analysis.

C. Minimum Phase Channels

Minimum phase channels can better model the real
channel on a disk drive. Assume the transition response
of a perpendicular magnetic recording (PMR) disk is
s(t) = Vmax tanh( 2t

0.579πδ ), where Vmax is the writing volt-
age and δ indicates the linear density on one data track.
Using the whitened matched filter structure in [15], we
derive two minimum phase channel polynomials: channel 1,
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Fig. 6. Performance comparison between RSSE and ML detector on
minimum phase channels at ε = 0.1. The polynomials are (a) h(D) =
1 + 1.6D + 1.1D2 + 0.4D3, (b) h(D) = 1 + 1.9D + 1.6D2 + 0.8D3 + 0.3D4.

h(D) = 1+1.6D+1.1D2+0.4D3 for δ = 1.3, and channel 2,
h(D) = 1 + 1.9D + 1.6D2 + 0.8D3 + 0.3D4 for δ = 1.5.
These are two commonly used densities in current commercial
HDDs. Since the minimum phase condition implies that most
of the channel energy is distributed over the most recent
samples, the early merge in RSSE can be more reliable for
these channels compared to linear phase channels, such as PR2
and EPR4. It is interesting to compare channel 1 and EPR4,
both of which have memory ν = 3. As shown in Fig. 6(a),
ML, RSSE[4, 3, 2], and RSSE[4, 2, 2] have essentially iden-
tical performance. Therefore, RSSE can achieve near-ML
performance with only 16 states, if the [4, 2, 2] trellis is used,
whereas the ML detector requires 64 states. The performance
of other, more aggressive configurations is also plotted. As can
be seen, RSSE with only 8 states can achieve performance that
is within 0.3dB of ML detection.

The simulation results for channel 2 are plotted in Fig. 6(b).
They show that RSSE[4, 2, 2, 2] with 32 states can achieve
near-ML performance. In constrast, the ML trellis requires 256
states. If 0.1dB loss is permissible, the RSSE [4, 2, 2, 1] trellis
can be used, reducing the number of states to only 16.

In summary, the simulation results on linear phase channels
and minimum phase channels show that RSSE can achieve
near optimal performance with significantly reduced number
of states. It could potentially substitute the ML detector when
the channel interference becomes much more severe.

V. ERROR EVENT ANALYSIS

We will use error event analysis to study the performance-
complexity tradeoff among different subset trellis
configurations.

The detector makes errors if the survivor path diverges from
the correct one. Let

e(D) = [e1(D), e2(D)]
= [x1(D) − x̂1(D), x2(D) − x̂2(D)] (17)

denote an error event of the original 2H2T system, and let

ē(D) = [ē1(D), ē2(D)]
= [z1(D) − ẑ1(D), z2(D) − ẑ2(D)] (18)

be the transformed error event of the WSSJD system. We also
use ei = [e1

i , e2
i ]� and ēi = [ē1

i , ē2
i ]� to represent the original

and transformed error symbols at time i , respectively. It is
easy to see that

[
ē1

i
ē2

i

]

=
[

1 1
1 −1

] [
e1

i
e2

i

]

. (19)

It is well-known [15] that at high SNR, the error event
probability of a trellis-based detector can be approximated by
Pe ≈ c · Q( dmin

2σ ), where Q(·) is the area under the tail of the
standard Gaussian distribution,

d2
min = min

e(D)
d2(e(D)) (20)

is the minimum distance parameter, and c is a coefficient
indicating the average number of error events at distance d2

min.
Due to the exponential nature of the Q function, the per-
formance comparison between two detectors can be easily
conducted by considering their minimum distance parameter.
The error events that lead to d2

min are the dominant error
events.

For the WSSJD detector, an effective measure of the dis-
tance associated with ē(D) is defined by

d2
W(ē(D)) = (1 + ε)2

2
‖ē1(D)h(D)‖2

+ (1 − ε)2

2
‖ē2(D)h(D)‖2. (21)

Comparing (15) to (21), we can see that ESPD is proportional
to the distance associated with a single error symbol ēi . Recall
that the set partition tree is constructed based on ESPDs,
and 	2

1,	
2
2, 	2

3 are varying with respect to ε. Therefore,
the minimum distance parameter of the reduced-state trellis
configuration also changes with ε, and its trend can be roughly
predicted by analyzing the change of minimum ESPD in
each �(k). We will give more detailed insights into this
behavior in the following subsections. The minimum value
of d2

W(ē(D)) is abbreviated to d2
min, which is the minimum

distance parameter of the 2H2T ML detector. It serves as
a benchmark for evaluating the performance of the RSSE
algorithm.

A. Parallel Branches

For the subset trellis with parallel branches, early merge
happens at every time instant. Ignoring the error propagation
effect, we assume that at time i , both the correct and the
estimated sequences are at state si , and zi−k = ẑi−k for all
k = 1, ..., ν. At time i + 1, if zi , ẑi ∈ ai (1), the detector
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needs to decide a survivor symbol, and discard the other one.
Once the correct symbol is discarded, this wrong decision
can not be reversed in the remaining steps. The probability
of making a wrong decision in the parallel branch selection
is Q( h0de(zi , ẑi )

2σ ), where d(zi , ẑi ) is the square-root of ESPD.
Let E1 be the set of all such length-1 error events due to the
parallel branches. Then, ēi ∈ E1 if and only if there exist two
inputs zi , ẑi ∈ ai(1) such that ēi = zi − ẑi . It can be shown
that

d2
min(E1) = min

ēi∈E1

(1 + ε)2

2
(h0ē1

i )
2 + (1 − ε)2

2
(h0ē2

i )
2

=
{

8h2
0(1 + ε)2 = h2

0	
2
1 J1 = 3

8h2
0(1 − ε)2 = h2

0	
2
2 J1 = 2.

(22)

The existence of parallel branches will not significantly
degrade the performance if it can achieve the same minimum
distance as ML detection, i.e., d2

min(E1) ≥ d2
min. For the dicode

channel,

d2
min =

{
8(1 + ε2) if 0 ≤ ε ≤ 2 − √

3

16(1 − ε)2 if 2 − √
3 ≤ ε ≤ 1/2.

(23)

Therefore, for the 3-state subset trellis, d2
min(E1) ≥ d2

min for
all ε, leading to performance close to the ML detector, as
shown in Fig. 4. Moreover, as ε increases, d2

min(E1) becomes
much larger than dmin, making the effect of these length-1
error events negligible. So we observe that the BER curve of
the 3-state RSSE trellis almost overlaps with that of the ML
detector at ε = 0.3. In contrast to the 3-state trellis, in the
2-state trellis d2

min(E1) < d2
min for all ε, resulting in worse

performance.
As for the PR2 and EPR4 channels, their d2

min is given by

d2
min =

{
16(1 + ε2) if 0 ≤ ε ≤ 2 − √

3

32(1 − ε)2 if 2 − √
3 ≤ ε ≤ 1/2.

(24)

Consider a subset trellis with J1 = 3. For ε > 1
3 , d2

min(E1)
is strictly larger than d2

min. Therefore the error events in E1
are not the dominant ones. As shown in Tables II and II, at
ε = 0.4, the RSSE [3, 3] and RSSE [3, 3, 3] configurations
perform very close to their corresponding ML detectors,
respectively.

B. Early Merging Condition

We next try to identify longer RSSE error events. Suppose
the decoding paths of [z1(D), z2(D)] and [ẑ1(D), ẑ2(D)] are
merged at times i1 and i2 and unmerged in between. Let
E denote the set of all error events ending at time i2, where
the starting position i1 is arbitrary. According to [8], an error
event ē(D) ∈ E if and only if the following hold.

1) ēi1 is non-zero.
2) The last ν elements, [ēi2−ν, · · · , ēi2−1], should satisfy

the merging condition, i.e., ēi2−k = zi2−k − ẑi2−k where
zi2−k and ẑi2−k belong to the same subset in the partition
�(k) for all k = 1, ..., ν.

3) No earlier ν elements satisfy the merging condition.
In MLSE, the merging condition requires ēi2−k = 0 for

k = 1, ..., ν. However, this is not the case in RSSE. We call

TABLE III

ERROR SYMBOLS BY INDEX

the error events ē(D) ∈ E whose last ν elements are not all
zero the early merged error events, denoted by Er . Clearly
E1 ⊆ Er .

We now present a necessary and sufficient condition for an
error event ē(D) to belong to Er . We refer to this as the early
merging condition. We first introduce some terminology.

For a partition � of the input constellation, the set of
intrasubset errors, denoted by Ea(�), is a collection of
error symbols such that if there exist two input symbols z, ẑ
satisfying the condition that ē = z − ẑ and z, ẑ belong to
the same subset in �, then ē ∈ Ea(�). Similarly, the set of
intersubset errors, denoted by Eb(�), is a collection of error
symbols such that if there exist two inputs z, ẑ satisfying the
condition that ē = z − ẑ and z, ẑ belong to two different
subsets in �, then ē ∈ Eb(�).

The following proposition gives the relationship between
the intrasubset errors and intersubset errors for the set partition
tree in Fig. 1. For convenience, the error symbols are indexed
by the digits shown in Table III.

Proposition 1: For the proposed set partition tree in Fig. 1,
Ea(Li ) ∩ Eb(Li ) = ∅ for i = 1, 2, 3, 4.

Proof: We prove the claim by enumeration.

1) If � = L1, all error symbols are intrasubset errors since
there is only one subset.

2) If � = L2, Ea(L2) = {0, 1, 2, 3, 4}, Eb(L2) =
{5, 6, 7, 8}.

3) If � = L3, Ea(L3) = {0, 1, 2}, Eb(L3) =
{3, 4, 5, 6, 7, 8}.

4) If � = L4, all non-zero error symbols are intersubset
errors, so Ea(L4) = {0}. �

We now present the early merging condition.
Proposition 2: (Early merging condition)

An error event ē(D) ∈ Er if and only if the last ν elements
are not all zero symbols, and satisfy ēi2−k ∈ Ea(�(k)) for all
k = 1, ..., ν, and no previous ν-tuple satisfies the condition.

Proof: Given ē(D) ∈ Er , it is straightforward from the
definition of “merging condition” that the last ν elements
must be intrasubset error symbols in the corresponding patition
�(k). On the other hand, if ēi2−k ∈ Ea(�(k)) for all k =
1, ..., ν, by Proposition 1, the sequences that produce ē(D)
must satisfy that zi2−k and ẑi2−k belong to the same subset
in �(k). Therefore the decoding paths are merged at i2, and
ē(D) ∈ Er . �



1656 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 65, NO. 4, APRIL 2017

TABLE IV

THE DOMINANT RSSE ERROR EVENTS FOR CHANNEL [1, 1.6, 1.1, 0.4]

Remark 1: Notice that Proposition 1 is also true for the
QAM Ungerboeck set partition tree. So Proposition 2 also
applies to the original RSSE formulation.

Remark 2: The single track error events are not affected by
the RSSE algorithm if Ji > 1 for all i = 1, ..., ν.

Assume ē(D) ∈ Er and starts from k1. The distance
parameter of ē(D) is given by

d2
r (ē(D)) = (1 + ε)2

2

i2∑

i=i1

(

ν∑

k=0

hk ē1
i−k)

2

+ (1 − ε)2

2

i2∑

i=i1

(

ν∑

k=0

hk ē2
i−k)

2. (25)

The distance parameter measured by (25) is always smaller
than or equal to that measured by (21) [8]. The possible
reduction represents the price paid for using the reduced-state
trellis. An example is given to illustrate the difference.

Example 1: Consider the PR2 channel. Assume that ε = 0.1.
Assume a single error ēi = [4, 0]� happens at time i . In ML
detection, the paths remerge at time i + 2, and the distance
parameter contributed by ēi is (1+0.1)2

2 ·(42+82+42) = 58.08.
However, if RSSE[4, 3] is used, the paths will be early merged
at time i + 1, since ēi ∈ Ea(�(2)). Therefore the distance
parameter of this error event is reduced to (1+0.1)2

2 ·(42+82) =
48.4 in RSSE[4, 3].

Let

d2
min(Er ) = min

ē(D)∈Er
d2

r (ē(D)). (26)

The early merged error events ē∗(D) that achieve (26) are
referred to as the dominant RSSE error events. To obtain good
performance, it is essential that d2

min(Er ) ≥ d2
min.

C. Error State Diagram

An error state diagram can be employed to search for
the minimum distance and enumerate the dominant error
events. Consider a labeled directed graph G = [V , E]. The
vertex set V is the collection of all possible error states
[ēi−1, · · · , ēi−ν ], so |V | = 9ν . A state that satisfies the merg-
ing condition is called a merging state. For ML detection,
the all-zero state is the only merging state, while for RSSE,
additional early merging states are those which satisfy the
early merging condition. If T denotes the set of merging

states, then |T | = ∏ν
k=1 |Ea(�(k))|, which depends on the

trellis configuration. An edge (u, v) ∈ E starts from initial
state u = [ēi−1, · · · , ēi−ν ] and ends in terminal state v =
[ēi , · · · , ēi−ν+1], with input/output label ēi/Lout. Here

Lout = (1 + ε)2

2
(

ν∑

k=0

hk ē1
i−k)

2+ (1 − ε)2

2
(

ν∑

k=0

hk ē2
i−k)

2. (27)

Notice that all the merging states except the all-zero state are
sink nodes, which have no outgoing edges. A path starting
from the all-zero state and terminating at the merging state
defines a closed error event, and the sum of the output labels
of all edges in the path gives the distance parameter of this
error event. A closed error event that ends at a non-zero
merging state is an early merged error event. As proposed
in [16], a depth-first algorithm can be used to find all the
error events that lead to a distance parameter smaller than a
given threshold.

We are interested in the dominant RSSE error events,
i.e., the error events that end at non-zero merging states
and produce the distance d2

min(Er ). Table IV summarizes the
dominant RSSE error events and their induced distances for
several trellis configurations for the minimum phase channel
h(D) = 1 + 1.6D + 1.1D2 + 0.4D3. We simplify the table as
follows: if d2

min(Er ) ≥ d2
min, we only list the early merged

error events that lead to d2
min(Er ); if d2

min(Er ) < d2
min,

we list all the early merged error events whose distance
parameters are smaller than or equal to d2

min. The table is
also simplified by considering the symmetry of the error
events, i.e., ±(e1(D), e2(D)) will produce the same distance
parameter, and if the error events of track 1 and 2 are
switched, the distance remains the same. So we group them
together and only list the one whose first error symbol has
a positive e1

i component. As shown in Table IV, the early
merged error events in the RSSE [3, 3, 3] trellis always have
distance parameter greater than d2

min, under all ITI levels.
Specifically, when ε = 0.1, E1 are the dominant RSSE error
events. As ε increases, d2

min(E1), which is proportional to
	2

1, also increases, and [5, 2, 1, 2] becomes the dominant one.
For the RSSE [4, 3, 2] trellis, the error event [3, 4, 0, 0] is
dominant, and its distance parameter decreases as ε increases.
In particular, for ε = 0.3 and 0.4, its distance is strictly less
than d2

min, so it can be predicted that RSSE [4, 3, 2] suffers
greater performance loss compared to the ML detector at
high ITI levels. One way to avoid this performance loss is
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TABLE V

THE DOMINANT RSSE ERROR EVENTS FOR PR2 CHANNEL

to sacrifice complexity reduction and use RSSE[4, 3, 3] which
prevents the error event [3, 4, 0, 0] from being early merged.
RSSE [4, 2, 2] has near-optimal performance at ε = 0.1 and
performs much worse when ε ≥ 0.2. A more aggressive
configuration, RSSE[4, 2, 1], cannot guarantee near-optimal
performance since d2

min(Er ) is always smaller than d2
min.

Therefore, to retain near optimal performance as well as
reduce complexity, we may use RSSE[3, 2, 2] at ε = 0.1,
RSSE[3, 3, 2] at ε = 0.2, RSSE[3, 3, 3] at ε = 0.3 and 0.4.

For the PR2 and EPR4 channel, the error state diagrams
contain zero cycles, leading to infinite recursive loops in the
error event search. A zero cycle is a path that starts and ends at
the same state, and accumulates zero path metric. The number
of zero cycles depends on the reduced-state trellis configura-
tion. In Examples 2 and 3, we summarize the zero cycles for
PR2 and EPR4 channels. We follow the notations in [16] and
let (e1, · · · , ek)

∞ represent an infinite periodic sequence with
repeated pattern e1, · · · , ek . Notice that a periodic sequence of
the shifted pattern (ei , · · · , ek, e1, · · · , ei−1)

∞ is equivalent to
(e1, · · · , ek)

∞.
Example 2: For PR2 channel, if the ML detector is used,

the zero cycles are 0∞, (1, 2)∞, (3, 4)∞, (5, 6)∞, (7, 8)∞.
If RSSE[3, 3] is used, both [2, 1] and [1, 2] becomes merging
states, therefore (1, 2)∞ will not be a zero cycle, while other
zero cycles still exist.

Example 3: The zero cycles for the ML detector
on EPR4 are (0)∞,±(0, 1)∞, ±(0, 3), ±(0, 5), ±(0, 7),
±(1)∞, ±(1, 2)∞, ±(1, 3)∞, ±(1, 4)∞, ±(1, 5)∞, ±(1, 6)∞,
±(1, 7)∞, ±(1, 8)∞, ±(3)∞, ±(3, 4)∞, ±(3, 5)∞, ±(3, 6)∞,
±(3, 7)∞, ±(3, 8)∞, ±(5)∞, ±(5, 6)∞, ±(5, 7)∞, ±(5, 8)∞,
±(7)∞, ±(7, 8)∞. Here −(·)∞ represents taking the additive
inverse of all symbols inside (·).

Remark 3: The zero cycles do not intersect, so each
state can only be visited by at most one zero cycle. We
use γ (s) to denote the zero cycle which starts and ends
at state u, and γ (u, v) to be the fragment of the zero
cycle from state u to v. By an abuse of notation, we also
use γ (u, v) to represent the sequence of input labels on
the fragment. The meaning will be clear according to the
context.

Let Z denote the collection of all the states visited by zero-
cycles, and let T be the set of all merging states. A two-step
algorithm introduced in [16] can be used to search for the
dominant error events, with a slight modification that considers
the additional early merging states in the RSSE trellis. The
procedure is summarized below.

1) Given a threshold D, apply the depth-first search algo-
rithm to search for all the error fragments, whose path
metric is no bigger than D, and that start from some
state u ∈ Z and end up at some state v ∈ Z ∪ T without
having visited Z∪T in between. The path metric of such
an error fragment is denoted as d2 (ē(u, v)).

2) Construct a new graph F whose vertices are the states
in Z ∪ T . The edges in F are found as follows. If there
is an error fragment ē(u, v) starting from state u and
ending up at state v, then for each state v ′ ∈ γ (v), there
is an edge from state u to v ′. The input label of the edge
is ē(u, v)+γ (v, v ′), and the output label is d2 (ē(u, v)),
since the path metric from v to v ′ is zero. Parallel edges
are allowed.

3) The same depth-first search on F can be used to search
for and list all the closed error events whose distance
parameters are less than D.

Tables V and VI list the dominant RSSE error events for
several trellis configurations on the PR2 and EPR4 chan-
nels, respectively. They are constructed in the same manner
as Table IV. The tables show a good match with the simulation
results in Tables II.

VI. ASYMMETRIC 2H2T SYSTEM

The asymmetric 2H2T system is worth consideration
because of its practical relevance. In this model, the ITI levels
sensed by the two heads are different, i.e.,

[
r1

i
r2

i

]

=
[

1 ε − 	ε
ε + 	ε 1

] [
y1

i
y2

i

]

+
[

ω1
i

ω2
i

]

. (28)

Without loss of generality, we assume 0 ≤ 	ε ≤ ε.
As in the discussion of the symmetric system, we analyze

RSSE on the asymmetric channel by considering the trans-
formed system. After the same coordinate transformation that
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TABLE VI

THE DOMINANT RSSE ERROR EVENTS FOR EPR4 CHANNEL

was used before, the asymmetric 2H2T channel becomes
[

r̄1
i

r̄2
i

]

=
[

1 	ε
1+ε

	ε
ε−1 1

] [
ȳ1

i
ȳ2

i

]

+
[
ω̄1

i
ω̄2

i

]

, (29)

where ȳ1
i = ∑ν

k=0 hk z1
i−k and ȳ2

i = ∑ν
k=0 hk z2

i−k , and r̄ i ,
z̄i , and ω̄i are obtained from equation (12), (13), and (14),
respectively.

In the asymmetric system, the noiseless channel outputs
become

f 1
i = ȳ1

i + 	ε

1 + ε
ȳ2

i , f 2
i = ȳ2

i + 	ε

ε − 1
ȳ1

i . (30)

A joint trellis can be constructed by using the new output
formulas, and then WSSJD is applicable. The same set par-
tition tree shown in Fig. 1 is used to construct the subset
trellis. We investigate change in performance by means of both
simulation and error event analysis.

We first consider the case of parallel branches. Assume
J1 > 1. The effective squared distance between two parallel
branches coming from the same state is

d2
r (ēi ∈ E1) = (1 + ε)2

2
(h0ē1

i + 	ε

1 + ε
h0ē2

i )
2

+ (1 − ε)2

2
(

	ε

ε − 1
h0ē1

i + h0ē2
i )

2 (31)

= h2
0(1 + ε)2

2

[

(ē1
i )

2 + 	ε2

(1 + ε)2 (ē2
i )

2
]

+h2
0(1 − ε)2

2

[
	ε2

(ε − 1)2 (ē1
i )

2 + (ē2
i )

2
]

. (32)

Here ēi is defined as in (18). The second equality follows from
the fact that when J1 = 2 or J1 = 3, ēi always has a zero
component, so ē1

i ē2
i = 0.

d2
min,asy(E1) = min

ēi ∈E1
d2

r (ēi ∈ E1)

=
{

h2
0	

2
1 + 8	ε2h2

0 J1 = 3
h2

0	
2
2 + 8	ε2h2

0 J1 = 2.
(33)

TABLE VII

d2
MIN (Er ) FOR ASYMMETRIC 2H2T EPR4 CHANNEL UNDER

VARIOUS 	ε WHERE (A) ε = 0.1, AND (B) ε = 0.4.

Compared to the symmetric case, d2
min,asy(E1) is increased

both for J1 = 2 and J1 = 3.
For a longer error event ē(D), the induced squared

distance is

d2(ē(D)) = (1+ε)2

2 ‖ē1(D)h(D) + 	ε
1+ε ē2(D)h(D)‖2

+ (1−ε)2

2 ‖ 	ε
ε−1 ē1(D)h(D) + ē2(D)h(D)‖2. (34)

Then the error state diagram and the error event search
algorithm introduced in Section V can be applied to the
asymmetric case, with the only modification being that the
edge labels are calculated according to (34). Also notice that
the zero cycles given in Example 2 and Example 3 remain the
same in the asymmetric channel.

We search for d2
min(Er ) at two extreme values of ε and

various offsets 	ε on the EPR4 channel. The results are
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Fig. 7. The input constellation of 3H3T system. The transposed vector beside
each node represents the input symbol xi = [x1

i , x2
i , x3

i ]�. The corresponding
dimensions are shown on the right.

listed in Tables VII. In each case, 	ε could take values from
{0, 0.05, 0.1}. For comparison, we also give the minimum
distance parameter of the ML detector, denoted as d2

min, in
each corresponding scenario. We find that d2

min(Er ) does not
change much from the symmetric case (	ε = 0). In addition,
some trellis configurations tend to have increased d2

min(Er )
under severe asymmetry, while some do not. We see that the
performance of a configuration is closely related to the dis-
tance parameters of the length-1 error events, which provides
an approach to design the set partition tree for other MHMT
channel models. The conclusion is that the proposed RSSE
algorithm is applicable to the asymmetric channel.

VII. 3H3T SYSTEM

The ITI interference matrix of the 3H3T system is given by

A3 =
⎡

⎣
1 ε 0
ε 1 ε
0 ε 1

⎤

⎦.

The WSSJD transformation decomposes the 3H3T system
into 3 parallel channels. Recall that the eigen-decomposition
of A3 is A3 = V3�3V �

3 , where

�3 =
⎡

⎣
1 + √

2ε 0 0
0 1 0
0 0 1 − √

2ε

⎤

⎦, V3 =
⎡

⎢
⎣

1
2

√
2

2
1
2√

2
2 0 −

√
2

2
1
2 −

√
2

2
1
2

⎤

⎥
⎦.

The decomposed system is described by

r̄ i = ȳi + ω̄i , (35)

where

r̄ i = �−1
3 V �

3 r i , ω̄i = �−1
3 V �

3 ωi (36)

are the transformed channel outputs and noises. The com-
ponents of vector ȳi are given by ȳ j

i = ∑ν
k=0 hkz j

i−k , for
j = 1, 2, 3, where zi is the transformed channel input vector
zi = V �

3 xi . Since V3 is independent of ε, the joint trellis
constructed according to the combination of zi is deterministic.
Let e(D) = [e1(D), e2(D), e3(D)]� be an error event of the
system, where e j (D) is the error event on track j , e j (D) =
x j (D) − x̂ j (D). An error symbol at time slot i is denoted as
ei = xi − x̂i . Then for the transformed 3H3T system,

ēi = V �
3 ei = V �

3 x̄i − V �
3 x̂i , (37)

and the distance associated with error event e(D) is

d2 (e(D)) =
3∑

j=1

λ2
j ‖ē j (D)h(D)‖2, (38)

TABLE VIII

ESPDS OF 3H3T SYSTEM. min d2 IS THE MINIMUM

VALUE OF d2(ei ) ACHIEVED AT ε∗

aci

where λ1 = 1 + √
2ε, λ2 = 1 and λ3 = 1 − √

2ε are the
eigenvalues on the diagonal of �3.

To construct the reduced-state trellis, we first need to evalu-
ate the distance between input symbols. Recall that the ESPD
is proportional to the distance associated with length-1 error
events, with the scaling factor h2

0. Therefore, for symbols xi

and x̂i with difference ei = xi − x̂i , their ESPD is calculated
from

d(ei ) =
3∑

j=1

(λ j ē
j
i )2. (39)

Table VIII lists the ESPDs for the symbol pair differences.
The table is simplified by symmetry considerations, i.e. −ei

produces the same distance as ei . The distances are functions
of ε. They display different monotonicity behavior over the
range ε ∈ [0, 0.5]. For instance, the error symbol 6 has the
same distance for all the values of ε. The distances of error
symbols with index 4 and 7 decrease as ε increases, while
for other error symbols the distance functions are increasing
functions. Therefore, at different ITI levels, the dominant
ESPD is different, which should be taken into account when
designing the set partition tree.

In Fig. 8 we propose two set partition trees optimized for
low or high ITI levels. For the low ITI case, the single track
error symbols, corresponding to the error symbols 1 and 2 in
Table VIII, have smaller ESPDs. They are first removed from
the level 1 to level 2 partitions in the type-1 construction,
shown in Fig. 8(a). To further increase the intrasubset ESPD,
the error symbols 4 and 5 are also removed in the level 3
partition, and error symbol 6 is avoided on level 4. Following
a similar design rule, the type-2 set partition tree in Fig. 8(b)
is constructed to handle the case of high ITI. It is necessary
to first remove error symbols 4 and 7 from level 1 to level 2
since their induced distance is much smaller than others. Then
the single track error symbols and the error symbol 6 are also
avoided on level 3 and level 4, respectively. Notice that the
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Fig. 8. Set partition trees designed for 3H3T system. Both of the trees have
5 level partitions. To save space, the level 5, where each symbol itself is a
subset, is not shown on the pictures.

Fig. 9. Simulation results for 3H3T system with EPR4 channel polynomial.
The prefix “type1” and “type2” indicate if the subset trellis is based on the
type 1 or type 2 set partition tree, respectively.

type-1 and type-2 set partition trees differ only on level 2.
Therefore, the subset trellis with Jk �= 2 for all k = 1, ..., ν
will yield the same performance, no matter which set partition
tree is used.

In Figs. 9 and Figs. 10 we plot the simulation results for
RSSE on the EPR4 channel and a minimum phase channel,
respectively. Two extreme cases are considered, corresponding
to a relatively low ITI level, ε = 0.1, and a high ITI level,
ε = 0.4. We construct several subset trellises based on the
type-1 set partition tree for ε = 0.1 and the type-2 tree for
ε = 0.4. It can be observed from Fig. 9(a) that the type-1
RSSE [8, 8, 2] configuration and the type-1 RSSE [8, 6, 2]
configuration have near-ML performance. For comparison, we
also plot the performance curve for the type-2 RSSE[8, 6, 2]
trellis, which is a subset trellis constructed using the type-2

Fig. 10. Simulation results for 3H3T system with minimum phase channel
h(D) = 1 + 1.6D + 1.1D2 + 0.4D3.

set partition tree. This trellis suffers from significant perfor-
mance loss although it has the same configuration as type-1
RSSE [8, 6, 2]. In Fig. 9(b), we see that type-2 RSSE [8, 6, 4]
can essentially achieve ML performance; the results for type-2
RSSE[8, 6, 2] and type-1 RSSE[8, 6, 2] are also plotted for
comparison purposes.

For the minimum phase channel, whose performance results
are shown in Fig. 10, the required computational complexity is
further reduced. From Fig. 10(a), we see that that the type-1
RSSE [8, 2, 2] trellis with 32 states has performance nearly
equal to that of the ML detector., which requires 512 states.
In Fig. 10(b), we see that the type-1 RSSE [8, 4, 2] trellis with
64 states provides essentially ML performance.

VIII. CONCLUSION

Due to its capability of combating ITI, MHMT detection
is expected to play an important role in next generation
magnetic recording. The conventional ML detector, however,
suffers from high computational complexity. In this work
we address this problem by applying RSSE techniques with
properly designed set partition trees. In particular, we define an
alternative distance measure on the input constellation, based
on which we propose a three-level set partition tree for the
2H2T model. The BER comparison shows that RSSE can
achieve near optimal performance while significantly reducing
the number of trellis states. Error event analysis is used
to explain the performance variations observed for different
trellises under various conditions. We also investigate the
performance of RSSE on an asymmetric 2H2T system because
of the practical relevance of the model. For the 3H3T model,
since the effective distances between input symbols show
different monotonicity behavior as ε changes, we specifically
design two set partition trees, where one is good for low ITI
and the other is suitable for high ITI. Our work shows that the
set partition tree plays a key role in applying RSSE to these
channels. If the set partition tree can be properly designed,
then the RSSE algorithm has the potential to be effectively
applied to more general MHMT channels. This is a direction
for future research.
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