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It is conceivable that early generations of patterned media will utilize read heads whose dimensions are several times larger than an
“island” of magnetization. For such a scenario, we propose a “multiple islands per read head” model where the output from the read
head is a function of the magnetization from several independently written tracks of islands. In particular, we focus on a “3 islands per
read head” model where the output from the read head is a function of the magnetization from three independently written tracks of
islands. The readback signal is determined from a finite track-width magnetoresistive (MR) head model using reciprocity calculations,
and two noise sources—island position jitter and AWGN electronics noise—are considered. By sampling the noisy signal at intervals
corresponding to the down-track island separation, we obtain a discrete-time readback channel model whose performance is obtained
under maximum-likelihood sequence detection.

Index Terms—Island position jitter, “multiple islands per read head”, patterned media.

I. INTRODUCTION

I N current film media, the increase in areal density has
been achieved primarily by scaling grain diameters and

the number of magnetic grains per recorded bit. A sufficient
number of grains per bit is necessary to maintain an acceptable
signal-to-noise ratio (SNR). However, as grain sizes are re-
duced, thermal fluctuations can reverse spontaneously the grain
magnetization direction.

Patterned media where magnetic bits are recorded on pre-
defined, single domain “islands” may provide an alternative to
conventional continuous media. For this new type of media, not
only will the media manufacturing process change, but also the
head design, signal processing, and many other system features
will be affected [2]–[4].

It is conceivable that early generations of patterned media
will utilize read heads whose dimensions are several times larger
than an island of magnetization. For such a scenario, we propose
a “multiple islands per read head” model where the output from
the read head is a function of the magnetization from several
independently written tracks of islands.

The readback signal is determined from a finite track-width
magnetoresistive (MR) head model using reciprocity calcula-
tions [1]. Two noise sources—island position jitter and AWGN
electronics noise—are considered. By sampling the noisy signal
at intervals corresponding to the down-track island separation,
we obtain a discrete-time readback channel model whose per-
formance in AWGN is obtained.

The paper is organized as follows. In Section II, we introduce
the “multiple islands per read head” model. In particular, we
focus on a “3 islands per read head” model. We continue to
Section III, in which we introduce AWGN electronics noise into
our models. In the absence of inter-symbol interference (ISI),
we estimate the performances of the “3 islands per read head”
model and a single track model. For the ISI case, we compute the
performances of the “3 islands per read head” model and a single
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Fig. 1. “3 islands per read head.”

track model using maximum-likelihood sequence detection. In
Section IV, we introduce an island jitter noise model. We show
that this noise source is non-Gaussian.

II. “MULTIPLE ISLANDS PER READ HEAD” MODEL

In our “multiple islands per read head” model, the magne-
tized islands are assumed to be configured in a square grid with
each island representing a single bit. A track consists of mul-
tiple parallel sub-tracks, and the read head, when centered over
the middle sub-track, spans a specified fraction of the outer
sub-tracks, as shown schematically in Fig. 1 for a track with
three parallel sub-tracks.

The islands are arranged in a square array with dimension
and with a film thickness . A center-to-center island spacing
is equal to (Fig. 2). Each cross-track triplet of islands repre-
sents a recorded “symbol.”

Reading is accomplished with a finite track-width shielded
magnetoresistive (MR) head with infinitely wide shields. The
top view of such a shielded MR head is shown in Fig. 3. In the
figure, stands for the head width, stands for the thickness
of the MR element, and stands for the gap from shield to the
MR element.
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Fig. 2. Configuration of the patterned islands.

Fig. 3. Top view of a shielded MR head.

In the absence of a soft underlayer (SUL), the head potential
distribution is obtained using reciprocity calculations
[1]

(1)

where .
The surface plot of the head potential at nm is shown

in Fig. 4.
The readback signal produced by the head centered at (0,0)

from an island centered at is the integral of the head
potential distribution over that island

(2)
In (2), is the flying height.

Fig. 4. Surface plot of the head potential distribution versus down-track and
cross-track distance for a shielded MR head with infinitely wide shields.

For a given thickness of the SUL in the direction, choose
the smallest positive integer such that for a given

(3)
In the presence of the SUL, the head potential distribution is

computed using the multiple images calculation

(4)

The readback signal from the island centered at is
then given by

(5)

We can control the inter-island interference in the cross-track
direction by varying and in the down-track direction by
varying . When the head senses signals from and islands
in the cross-track and down-track directions, respectively, the
discrete-time readback model can be represented by an
channel response matrix

(6)

Here, each is an -tuple of real numbers. Each entry of
represents the relative contribution of islands the head senses.

Denote a symbol by an -tuple. The discrete-time readback
model then takes the form of a one-dimensional linear channel
with symbols as inputs and a scalar as the output, with
input–output relationship determined by the channel response
matrix, as depicted for in Fig. 5.

From now on, we will focus on a channel response matrix
where and which reflects ISI. The assumed
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Fig. 5. Read head channel model.

TABLE I
SYMBOLS AND SYMBOL VARIANTS

symmetries of the head-medium geometries yield a channel re-
sponse matrix of the form

(7)

If an arbitrary pattern of magnetization can be written on the 3
islands, there will be eight possible recorded symbols as shown
in Table I. The alphabet that includes eight possible symbols is
denoted by , where . How-
ever, symmetries of the channel response matrix can reduce the
number of distinguishable symbols. The integer that is used to
label a symbol corresponds to the number of coded bits of
the symbol. In order to distinguish the symbols with the same
integer, we use primes.

We define three different head response matrices of the form

In the above matrices, the constants , , , , where
and , represent the relative contribution of readback

signals the head produces from the islands it senses. The matrix
represents a single track model where the read head width

is slightly larger than the island size. In , the head spans
all three islands, and in , the head partially spans the outer
sub-tracks.

When the head response matrix is , the head can not
distinguish the variants of the symbols 1 and 2. To show that,
let us define the symbols , , and as shown in Table II
where are
coded bits. When the previous, current, and next symbols are

, , and , respectively, the readback signal equals

(8)

From the readback signal, it is seen that we can not distinguish
the variants of 1 and 2, since those variants include the same

TABLE II
PREVIOUS, CURRENT, AND NEXT SYMBOLS

Fig. 6. Probability of a symbol error for H , H , and H versus 1=�.

number of and coded bits. Therefore, for the head response
matrix , the number of distinguishable symbols is four and
this corresponds to an information rate of 2/3 bits per island.
We select 4 symbols out of 8 symbols for the code alphabet
of . For example, we could use the code alphabet

.
In a similar way, the readback signal for the head response

matrix is

(9)

It is seen that when we interchange and ,
and , and , the readback signal does not change.
If those two coded bits are different, swapping these bits is
equal to changing the symbol 1 to 1 , 2 to 2 or vice versa.
Therefore, the read head is not able to distinguish the sym-
bols 1 and 1 , 2 and 2 from each other. In this case, the
number of distinguishable symbols is six corresponding a rate

bits per island. We select 6 symbols out of
8 symbols for the code alphabet of . For example, we could
use the code alphabet .

In our channel model, we consider two noise sources: AWGN
electronics noise and medium noise. The replay transducer and
the readback circuitry generate the stationary electronics noise.
This noise source is modeled as bandwidth- limited AWGN. We
assume that AWGN is a Gaussian with mean zero and variance

. The dominant component of the medium noise arises from
the randomness of the island locations. This nonstationary com-
ponent is referred to as “jitter noise.”
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Fig. 7. Probability of a symbol error for H , H , and H versus 1=�.

III. PERFORMANCE ANALYSIS IN AWGN

When no ISI occurs and the noise is AWGN, we can compute
the exact probability of a symbol error in terms of -functions
by the approach used for a pulse amplitude modulation (PAM)
communication system. Assume that there are distinct read-
back voltages the head produces. We denote them with where

and for any . When all the
readback voltages occur with equal probability, the probability
of a symbol error is

(10)

When a head has a small gap , no ISI occurs. Here, ,
but we can still use a 3 3 head response matrix. We consider
the following responses:

We define as the maximum voltage level the read head
produces. Here, we have , , and

.
For , , and , when all the code symbols are recorded

with equal probability, the formula (10) reduces to

(11)

(12)

Fig. 8. A shifted island in the down-track and cross-track directions.

(13)

In Fig. 6, the probability of a symbol error for the head re-
sponses , , and versus is shown.

We next introduce ISI by increasing the gap . We set the
value of the gap so that the left and the right neighboring sym-
bols contribute 1/3 as much as the center symbol. For detection,
in the presence of AWGN, we will use a maximum-likelihood
sequence detector matched to the head response matrices

The probability of a symbol error for , , and
versus is obtained by simulations and is shown in Fig. 7.

IV. ISLAND JITTER NOISE MODEL

Let us assume that an island can be shifted from its ideal
location in both the down-track and cross-track directions as
shown in Fig. 8.

We model these shifts as independent, zero-mean Gaussian
random variables and , with variances and , re-
spectively. The readback voltage induced in a head centered at
(0,0) by an island centered at is expressed using
a Taylor series expansion

(14)

where is the modeling error due to approximating the
shifted readback voltage with the first- and second-order deriva-
tive terms. The second-order approximation to the island jitter
is , which is defined as

(15)

For the head response matrix , define

(16)
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Fig. 9. Probability density function for V and e.

and

(17)

where represents the jitter-induced readback voltage and
represents the second order approximation to the jitter-induced
readback voltage. The normalized histograms, which are
and for and , respectively, are obtained by simula-
tions and shown in Fig. 9. It is seen that is non-Gaussian. The
second approximation to the island jitter can capture this prop-
erty, whereas the first-order approximation to the island jitter is
Gaussian. Obtaining the histogram of the jitter noise from (17)

is computationally intensive. A much simpler method for ob-
taining this histogram results from the second-order approxi-
mation given in (16).

Assume that the island jitter is independent from island to
island. In the non-ISI case, for , the total jitter noise is
the sum of contributions from the top, center, and bottom island

(18)

This noise source is symbol dependent and non-Gaussian.

V. CONCLUSION

In this work, we introduced a “multiple islands per read head”
model for patterned media recording. We computed the read-
back signal from a finite track-width MR head model using reci-
procity calculations. We considered two noise sources—island
position jitter and electronics noise. We introduced a vector-
input, scalar-output discrete model for the readback channel.
We determined the performance of this channel in AWGN with
and without ISI using maximum-likelihood sequence detection.
We showed that the jitter noise is symbol dependent and non-
Gaussian.
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