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Abstract—We derive lower bounds on the capacity of asym-
metric two-dimensional (d,∞)-constraints from bounds on the
output entropy of bit-stuffing encoders for general asymmetric
(d,∞)-constraints on both the square lattice and the hexagonal
lattice. For the (d,∞; 1,∞)-constraint on the square lattice and
the (d,∞; 1,∞; 1,∞)-constraint on the hexagonal lattice, we
derive exact encoder output entropies which provide even tighter
bounds on the capacity of these constraints.

I. INTRODUCTION

One-dimensional runlength-limited (RLL) (d, k)-constraints
have been widely used in magnetic recording systems to
improve the reliability of data storage [1], where d and
k represent, respectively, the minimum and the maximum
number of 0’s that separate two consecutive 1’s in a binary
sequence. Recently, two-dimensional RLL (d, k)-constraints
have arisen in the context of page-oriented storage technolo-
gies, such as holographic memories, that can potentially offer
data storage densities much higher than those thought to be
achievable using conventional storage techniques [2]. These
new technologies store the data in a two-dimensional array
over, for example, a square lattice or hexagonal lattice. The
readback channel suffers from two-dimensional intersymbol
interference, and two-dimensional RLL (d, k)-constraint can
be applied to reduce the number of errors in the data recovery
process.

A two-dimensional array on a square lattice satis-
fies the (d1, k1; d2, k2)-constraint if it satisfies a one-
dimensional (d1, k1)-constraint horizontally and a one-
dimensional (d2, k2)-constraint vertically. A hexagonal lattice
can be mapped to a square lattice [3] in such a way that
a (d1, k1; d2, k2; d3, k3)-constrained array on the hexagonal
lattice becomes equivalent to a constrained array on a square
lattice which satisfies a (d1, k1)-constraint horizontally, a
(d2, k2)-constraint vertically, and a (d3, k3)-constraint along
the diagonal from the upper right to the lower left. If the
one-dimensional constraints in different two-dimensional di-
rections are not the same, we call the constraint an asymmetric
two-dimensional constraint. If they are identical in all direc-
tions, we call it a symmetric two-dimensional constraint. For
a two-dimensional constraint S, we denote by S(∆m,n) the
set of arrays on the parallelogram

∆m,n =
{
(i, j) ∈ Z2 : 0 ≤ i < m, 0 ≤ i + j < n

}

that satisfy the constraint S. The capacity of the constraint is
defined as:

cap(S) = lim
m,n→∞

log2 |S (∆m,n)|
mn

.

An important observation on the capacity of an asymmetric
two-dimensional constraint on the square lattice was made
in [9]. We repeat it here and extend it to constraints on the
hexagonal lattice.

Lemma 1.1: On the square lattice,

cap (Ssq(d1, k1; d2, k2)) = cap (Ssq(d2, k2; d1, k1)) .

On the hexagonal lattice,

cap (Shex(d1, k1; d2, k2; d3, k3)) =
cap (Shex(da, ka; db, kb; dc, kc)) ,

where {a, b, c} is a permutation of {1, 2, 3}.
Although the definition of a two-dimensional (d, k)-

constraint is a simple extension of its one-dimensional counter-
part, the capacity of such a constraint is much more difficult to
analyze. Major efforts have been focused on the evaluation of
symmetric (d, k)-constraints, especially the (1,∞) constraint
(see e.g. [4]–[7]). Kato and Zeger [8] studied the zero-capacity
region for the symmetric two-dimensional (d, k)-constraints
and provided a series of bounds on the (d, k)-constraints with
non-zero capacity. Siegel and Wolf [5] used a two-dimensional
bit-stuffing encoder to derive a lower bound on the capacity of
the symmetric (d,∞)-constraint. These bounds were further
improved in [10]. The capacities of the asymmetric (d, k)-
constraints are even less known. Kato and Zeger [9] partially
characterized the positive capacity region for the asymmetric
(d, k)-constraints on the square lattice. No good capacity
bounds are known for these constraints.

In this paper, we derive lower bounds on the capacity
of asymmetric (d,∞)-constraints by extending some of the
bounds on the capacity of symmetric (d,∞)-constraints de-
veloped in [6], [10]. Specifically, we modify the bit-stuffing
encoders in [5], [6] to generate two-dimensional arrays that
satisfy the asymmetric constraints, and the lower bounds
on capacity are obtained by evaluating the output entropies
induced by the encoders. Due to space limitations, details of
some derivations and proofs are omitted.



The paper is organized as follows. Section II
presents lower bounds on the capacity of the general
(d1,∞; d2,∞)-constraint on the square lattice and the
general (d1,∞; d2,∞; d3,∞)-constraint on the hexagonal
lattice. These bounds are obtained by analysis of the lower
bound on the output entropy of corresponding bit-stuffing
encoders for these general constraints. In Section III, we
show that the encoder outputs for the (d,∞; 1,∞)-constraint
and the (d,∞; 1,∞; 1,∞)-constraint are stationary dth order
Markov processes (d ≥ 2). This result allows us to obtain
a tighter lower bound for these specific constraints through
an exact evaluation of the encoder output entropy. Some
numerical results are given for small values of d.

II. BIT-STUFFING BOUNDS ON GENERAL ASYMMETRIC

(d,∞)-CONSTRAINTS

A. Lower Bound for Ssq(d1,∞; d2,∞)

The encoder for the (d1,∞; d2,∞)-constraint on the square
lattice is a modification of the encoder for the symmetric
(d,∞)-constraint that was presented in [5]. It first converts
a binary, equiprobable, i.i.d. data sequence to a sequence of
statistically independent binary digits with the probability of
1 equal to p and the probability of 0 equal to 1 − p. The
conversion incurs a rate penalty of H(p) where H(p) =
−p log2(p) − (1 − p) log2(1 − p). The resulting p-biased
sequence is then written into the parallelogram ∆m,n along
successive rows according to the following “stuffing” rule. We
begin from the origin. Whenever a 1 is written, additional 0’s
are stuffed into the d1 positions immediately to the right of it
and the d2 positions immediately below it. During the writing
process, the encoder skips those positions that are already
occupied by stuffed 0’s and writes into the next available
position in the row. The decoder can uniquely decode the array
by reading along the rows and discarding the stuffed 0’s.

This encoder generates output arrays x on the parallelogram
∆m,n with probability µm,n(x) = Prob{X = x}. The entropy
of the output array

H(µm,n) = − 1
mn

∑
x∈S(∆m,n)

µm,n(x) log2 µm,n(x)

satisfies the following inequality

H(µm,n) ≤ log2 |S (∆m,n)|
mn

.

Thus

H(µ) = lim
m,n→∞H(µm,n) ≤ cap (Ssq(d1,∞; d2,∞)) .

In [10], it was demonstrated that a good lower bound on
the capacity of a symmetric two-dimensional (d,∞)-constraint
can be obtained by carefully studying the “double-stuffing”
events (i.e., when a location occupied by a stuffed 0 is actually
stuffed by two 1’s). In this paper, we extend this approach to
asymmetric constraints and obtain the following lower bound.

Theorem 2.1: A lower bound on the capacity of
(d1,∞; d2,∞)-constraint (d1 �= d2) on the square lattice is

cap (Ssq(d1,∞; d2,∞)) ≥
max

0<p<1

H(p)
1 + (d1 + d2)p − p2 (1 − p2dmin)

,

where dmin = min{d1, d2}.

B. Lower Bound for Shex(d1,∞; d2,∞; d3,∞)

For constraints on the hexagonal lattice, we apply the
transformation mentioned above, and describe the encoder in
terms of the equivalent constraints on the square lattice. The
encoder operation is very similar to that of the encoder for the
(d1,∞; d2,∞)-constraint on the square lattice, except for the
following modified “stuffing” rule: after writing a 1 into the
array on the parallelogram ∆m,n, we insert additional 0’s in
the d1 positions immediately to the right of it, the d2 positions
immediately below it, and the d3 positions along the upper-
right-to-lower-left diagonal immediately below it.

The entropy of the encoder output arrays also satisfies

H(µ) = lim
m,n→∞H(µm,n) ≤ cap (Shex(d1,∞; d2,∞; d3,∞)) .

Using an approach similar to that used in [10], we can obtain
the following lower bound on the capacity of an asymmetric
(d,∞)-constraint on the hexagonal lattice by carefully study-
ing the local properties of the encoded array.

Theorem 2.2: Let dmed be the median of d1, d2 and
d3. When dmed > 1, a lower bound on the capacity of the
(d1,∞; d2,∞; d3,∞)-constraint on the hexagonal lattice is

cap (Shex(d1,∞; d2,∞; d3,∞)) ≥
max

0<p<1

H(p)
1 + (d1 + d2 + d3)p − p2

.

When dmed = 1, we can derive a lower bound based on
the exact output entropy of the bit-stuffing encoder, as will be
shown in the next section.

III. IMPROVED LOWER BOUNDS FOR Ssq(d,∞; 1,∞) AND

Shex(d,∞; 1,∞; 1,∞)

The bounds in the previous section are obtained by evaluat-
ing a lower bound on the output entropy of the corresponding
bit-stuffing encoder. For the (d,∞; 1,∞)-constraint and the
(d,∞; 1,∞; 1,∞)-constraint (d > 1), we can obtain a tighter
bound by evaluating the exact output entropy of another
encoder, as we now describe.

The encoder E that we investigate is a generalization of that
used for the symmetric (1,∞)-constraint [6]. First, the encoder
E converts the binary, equiprobable, i.i.d. data sequence into
two streams, each with statistically independent binary digits,
denoted stream 0 and stream 1. The probability of 0 is q0 in
data stream 0 while the probability of 0 is q1 in data stream
1. The encoder then writes the two biased data streams along
successive rows in the parallelogram ∆m,n according to the
following rules. When the position to be written is (i, j), the
encoder inserts a 0 into the array element Xi,j if any of the



elements Xi−1,j , Xi,j−1, Xi,j−2, . . . , Xi,j−d has the value 1.
The configuration of these array elements is shown below.

Xi−1,j Xi−1,j+1

Xi,j−d . . . Xi,j−1 Xi,j

Otherwise, it inserts an information bit from data stream 0
if Xi−1,j+1 = 0, and from data stream 1 if Xi−1,j+1 = 1.

When 0 < q0, q1 < 1 and q0 �= q1, encoder E generates
arrays that satisfy the (d,∞; 1,∞)-constraint on the square lat-
tice and is distinct from that used in Section II-A. Only when
0 < q0 = q1 < 1, does it become the bit-stuffing encoder for
the (d,∞; 1,∞)-constraint described in Section II-A. When
q1 = 1 and 0 < q0 < 1, encoder E generates arrays which
satisfy the (d,∞; 1,∞; 1,∞)-constraint on the hexagonal lat-
tice and it is identical to the bit-stuffing encoder described in
Section II-B. The encoder output entropy, parameterized by q0

and q1, will provide a lower bound on capacity for both the
(d,∞; 1,∞)-constraint and the (d,∞; 1,∞; 1,∞)-constraint.

For each array x ∈ S(∆m,n) generated by the bit-stuffing
encoder E , the probability measure µm,n(x) = Prob{X = x}
takes the following form:

µm,n(x) = µ0(x0,d−1) · µ(h)
n (x0,d . . . x0,n−1|x0,d−1)

· µ(d)
m (x1,d−2, x2,d−3, . . . xm−1,d−m|x0,d−1)

·
m−1∏
i=1

n−1−i∏
j=−i+d

ϑ(xi,j|xi,j−1, xi−1,j, xi−1,j+1),

where xi,j = [xi,j, xi,j−1, . . . , xi,j−d+1], and the function
ϑ(xi,j|xi,j−1, xi−1,j, xi−1,j+1) is defined as:

ϑ(0|u, y, v) =




q0 if u = 0d, y = v = 0
q1 if u = 0d, y = 0, v = 1
1 otherwise

,

where ϑ(1|u, y, v) = 1 − ϑ(0|u, y, v) and 0d is a row vector
of length d with all zero entries. Due to the horizontal (d,∞)-
constraint, there is at most one 1 in a length-d sequence within
the encoded array. Therefore, there are only d + 1 possible
binary sequences for xi,j :

s0 = 0d,

s1 = 0d−11,

...

si = 0d−i10i−1,

...

sd = 10d−1. (1)

The initialization of the horizontal boundary
{x0,j : 0 ≤ j < n} and the first d diagonals{

xi,−i+d−1 : 0 ≤ i < m
}

is similar to that in [6], albeit more complicated. While
the horizontal boundary is initialized as a first-order Markov

process in [6], it is now initialized as a Markov process of
order d, namely

µ(h)
n (wd . . .wn−1|wd−1 . . . w0) =

n−1∏
j=d

µ(h)(wj |wj−1 . . .wj−d),

where

µ(h)(0|ud−1 . . . u0) =
{

α if ud−1 = . . . = u0 = 0
1 otherwise

,

and µ(h)(1|ud−1 . . . u0) = 1−µ(h)(0|ud−1 . . . u0). The initial
distribution µ0(x0,d−1) is set to the stationary distribution of
the dth-order Markov process µ(h):

µ0(x0,d−1 = si) = σi.

It is easy to see that σi = P {0d10d} for 1 ≤ i ≤ d, where
P {0d10d} is the stationary probability of the length-(2d+ 1)
sequence 0d10d in the encoded array. Therefore,

σ0 +
d∑

i=1

σi = σ0 + dσ1 = 1.

The initialization along the first d diagonals forms a first-
order Markov process, if we treat the d elements in each row
as a Markov state. There are (d + 1) states, as listed in (1).
Given X i,−i+d−1, the encoder initializes the array elements
X i+1,−i+d−2 with the transition probabilities

µ(d)(xi+1,−i+d−2|xi,−i+d−1) = βk,j,

if xi,−i+d−1 = sk , xi+1,−i+d−2 = sj , and 0 ≤ k, j ≤ d. It is
obvious that

βk,k+1 = 0, for 1 ≤ k ≤ d− 1,

and
d∑

j=0

βk,j = 1, for 0 ≤ k ≤ d.

If we initialize the horizontal boundary and the first d
diagonals properly, we can show that each row of the encoder
output array forms a dth-order Markov process identical to the
horizontal boundary.

Proposition 3.1: The elements in each row of the output
array X generated by encoder E on the parallelogram ∆m,n

(m ≥ 2, n ≥ d+1) form a stationary dth-order Markov process
whose distribution is identical to that of the horizontal bound-
ary if the initial distribution σi and the transition probabilities
α and βk,j are chosen properly.

More specifically, we can show that to ensure the stationar-
ity of the output array, the transition probability α should be
the real root of the following equation:

f(α) = (1 − q0)αd+1 + q1q
d−1
0 α − q1q

d−1
0 = 0. (2)

By Descartes’ rule of signs [11, p. 96] – which states that the
number of positive roots of a polynomial with real coefficients



is no more than the number of “changes of sign in the list of
coefficients – there is at most one positive root of this equation
when 0 < q0 < 1 and 0 < q1 ≤ 1. On the other hand, since
f(0) = −qd

0q1 < 0 and f(1) = 1 − q0 > 0, there is at least
one root in the region (0, 1). Thus, there is, in fact, a unique
root 0 < α < 1 that satisfies equation (2) above. To ensure
the stationarity of the output array, the initial distribution σi

should also satisfy

σ0 =
1

1 + d(1− α)
, σ1 = . . . = σd =

1 − α

1 + d(1 − α)
,

and the transition probabilities βk,0 should be

β0,0 =
α

(1 − α)q1
c,

βk,0 =
qd−k−1
0

αd−k(1 − α)
c, for 1 ≤ k ≤ d − 1,

βd,0 =
1

1 − α
c,

where c is a scaling constant,

c =
1

α
(1−α)q1

+
d−1∑
k=1

qd−k−1
0
αd−k + 1

.

Now we can calculate the entropy H(µm,n), making use of
Proposition 3.1. Specifically, we have

H(µm,n) =
1

mn
h(σ) +

n − d

mn
σ0h(α) +

m − 1
mn

d∑
i=0

σih(β
i
)

+
(m − 1)(n − d)

mn

[
β0,0σ0(αh(q0) +

(1 − α)h(q1)) +
d−1∑
i=1

βi,0σih(q0)
]
,

where

h(σ) = −
d∑

i=0

σi log2 σi,

h(β
i
) = −

d∑
j=0

βi,j log2 βi,j ,

h(α) = −α log2(α) − (1 − α) log2(1 − α),
h(qi) = −qi log2(qi) − (1 − qi) log2(1 − qi), i = 0, 1.

Therefore,

H(µ) = lim
m,n→∞H(µm,n)

= β0,0σ0(αh(q0) + (1 − α)h(q1))

+
d−1∑
i=1

βi,0σih(q0).

The maximum output entropy is determined by numerically
evaluating the expression for H(µ) over all possible q1 and
q0 values. Tables I and II list various lower bounds on the

capacity of (d,∞; 1,∞)-constraints and (d,∞; 1,∞; 1,∞)-
constraints for small values of d. In Table I, the maximum
output entropy of encoder E for the (d,∞; 1,∞)-constraint
is shown, along with the maximum output entropy of the bit-
stuffing encoder, obtained by setting q1 = q0 and optimizing q0

over the range (0, 1). For the sake of comparison, the general
lower bound derived in Section II-A for the square lattice
is also shown. In Table II, we show the maximum output
entropy of the bit-stuffing encoder for the (d,∞; 1,∞; 1,∞)-
constraint, obtained by setting q1 = 1 and optimizing q0 over
the range (0, 1).

TABLE I

MAXIMUM OUTPUT ENTROPY OF BIT-STUFFING BASED ENCODERS FOR

(d,∞; 1,∞)-CONSTRAINTS.

d Encoder E Bit-Stuffing Encoder
Lower Bound from

Theorem 2.1

2 0.4965 0.4952 0.4847
3 0.4315 0.4309 0.4182
4 0.3831 0.3828 0.3706
5 0.3456 0.3455 0.3344

TABLE II

MAXIMUM OUTPUT ENTROPY OF BIT-STUFFING ENCODERS FOR

(d,∞; 1,∞; 1,∞)-CONSTRAINTS.

d Bit-Stuffing Encoder

2 0.4357
3 0.3941
4 0.3580
5 0.3277

For the (d,∞; 1,∞)-constraint, the difference between the
maximum output entropy of encoder E and that of the bit-
stuffing encoder decreases as d increases. Similarly, the gap
between the encoder output entropy for the (d,∞; 1,∞)-
constraint and that for the (d,∞; 1,∞; 1,∞)-constraint gets
smaller as d increases. Comparing these bounds with the
capacity of the one-dimensional (d,∞)-constraint – an obvi-
ous upper bound on the capacities of the corresponding two-
dimensional constraints – we see that these differences also
shrink as d increases. These results are consistent with the
intuitive reasoning that, as d increases, the horizontal (d,∞)-
constraint has the dominant effect on the capacity of the
two-dimensional constraint, with the impact of the (1,∞)-
constraint in the other coordinate directions gradually becom-
ing negligible. Thus, for large d, an efficient encoder should
focus on generating horizontal (d,∞)-constrained sequences
maxentropically, while ensuring that the output arrays satisfy
the (1,∞)-constraint in the other directions. Noting that the
specific encoders considered here are based upon bit-stuffing
techniques, and recalling that bit-stuffing encoders achieve
the capacity of one-dimensional (d,∞)-constraints [12], it
might be expected that, as d increases, the two-dimensional



encoders considered here have coding ratios that converge to
the capacity of the one-dimensional (d,∞)-constraint.
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