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In a perpendicular magnetic recording system, advanced read/write transducers, magnetic media, and signal processing techniques are
combined to achieve the highest possible storage density, subject to severe constraints on reliability. This paper proposes a quasi-analytic
methodology for exploring the complex design tradeoffs among these system components. We use a simple channel model, characterized
by three parameters: isolated voltage pulse width, transition jitter noise variance, and additive electronic/replay head noise power. The
system incorporates generalized partial-response equalization and maximum-likelihood detection, along with a Reed–Solomon error-cor-
recting code characterized by its code rate. We calculate a family of “design curves” from which we can determine, for a given set of
channel parameters, the maximum user density that can be achieved with a specified codeword error rate, along with the corresponding
code rate. The design curves can also be used to determine the acceptable range of channel parameters consistent with a target user
density and codeword error rate.

Index Terms—Additive noise, jitter noise, parameter optimization, perpendicular recording, Reed–Solomon code, Viterbi detector.

I. INTRODUCTION

THE increased storage density achieved by advanced mag-
netic recording technology relies on the improvement of

several system components, including heads, media, and signal
processing. The relationship among these components is com-
plex, and the overall system optimization is a difficult engi-
neering challenge.

This paper introduces a simulation-based methodology for
the joint optimization of head, media, and signal processing pa-
rameters in a perpendicular recording system. We consider a
simple channel model characterized by three parameters: the
isolated pulse response width, transition jitter noise, and ad-
ditive electronic/replay head noise power. The detection and
coding scheme incorporates an optimized generalized partial-
response (GPR) equalizer, maximum-likelihood detector, and
Reed–Solomon error-correcting code.

We calculate a family of “design curves” from which we
can determine, for a given set of channel parameters, the
maximum user density that can be achieved while satisfying a
specified sector error rate criterion. Conversely, given a target
user density and sector error rate, we can determine from
the design curves an acceptable range of design parameters.
As a by-product, the calculation generates the corresponding
equalizer target, minimum mean-squared-error (MMSE) equal-
izer, and Reed–Solomon code rate. It is to be emphasized
that the maximum physically achievable density is ultimately
constrained by limits on the grain size and thermal stability of
the medium [1], [2].

A number of authors have considered recording system
optimization. Ryan [3] studied the error-control design tradeoff
for a PR4-equalized Lorentzian channel in a system employing
turbo-like codes. In [4], Ryan et al. computed optimal code
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rates for the Lorentzian channel for two classes of codes:
Shannon codes (i.e., capacity-achieving codes) and low-den-
sity parity-check (LDPC) codes. They also determined the
bit-aspect ratio that maximizes areal information density by
computing the achievable information rate of a data-dependent
autoregressive noise model.

Optimal code rates for interleaved Reed–Solomon codes and
a modulation code were presented by Cideciyan et al. [5]. Wood
[6] explored the possibility of recording at an areal density of
one terabit per square inch and predicted bit error rates for var-
ious bit spacings. He also calculated the required error cor-
recting capabilities of Reed–Solomon codes. A similar study fo-
cusing on off-track capability was presented by Jin et al. [7]. A
variety of other signal and noise models have been used to es-
timate the bit error rate (as opposed to the sector error rate) of
recording systems [8]–[11].

What distinguishes the system optimization methodology in-
troduced in this paper from previous approaches is the quasi-
analytic technique used to determine design curves that more
clearly reveal the design tradeoffs among the primary perpen-
dicular recording channel parameters, the channel bit spacing,
and the error-correcting code rate.

This paper is organized as follows. Section II describes our
channel model for perpendicular recording and identifies the
key system parameters that we consider in our analysis. In Sec-
tion III, we introduce the concept of design curves and show
how the curves can be used to address the system optimiza-
tion problem. In Section IV, we describe a useful normalization
of the design curves and present a quasi-analytic methodology
for computing the normalized curves. Then, in Section V, we
demonstrate by means of a simple example how to use the de-
sign curves to find an optimal system operating point. Section VI
considers a slightly different design problem, in which the code
rate is fixed, and we wish to determine the range of acceptable
recording channel parameters subject to the rate constraint. Sec-
tion VII introduces alternative design curves corresponding to a
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different fixed channel parameter. Finally, in Section VIII, we
describe possible directions for extending this system design
methodology and its applications.

II. CHANNEL MODEL

In our channel model, we consider three primary recording
characteristics: the isolated voltage pulse width, the noise due
to the magnetic medium, and electronic noise.

The replay voltage pulse width, denoted , is the width at
half of the maximum amplitude of the readback signal corre-
sponding to an isolated magnetic transition. It reflects the extent
of intersymbol interference (ISI) and plays a role in the design
of the channel equalizer [12].

The magnetic medium noise is the dominant noise source
in current magnetic recording devices. It is nonstationary and
arises from magnetic properties of the recorded transitions. The
dominant component of the medium noise arises from the ran-
domness of the transition zero crossings and is referred to as
“jitter noise.” This noise has a spectral content similar to that of
the replay signal, and it is characterized by the jitter noise vari-
ance, denoted [13]–[15]. There is also a component of sta-
tionary, uniform “dc noise” caused by the magnetic medium, but
this is considered very small in perpendicular recording chan-
nels.

The electronic noise is generated by the replay transducer
and the readback circuitry. This stationary noise source is mod-
eled as bandwidth-limited, additive white Gaussian noise, and
we characterize it by a signal-to-noise ratio, denoted ,
which is the ratio of the peak isolated pulse voltage power to
the variance of the noise. A small amount of stationary medium
noise, not included in the jitter noise, can also be incorporated
into the term.

Using these channel model parameters, we now derive the
discrete-time model used in the calculation of the design curves.
Let be the recorded data. As in [12], we assume
that the transition response is given by

(1)

Define , where is the channel
bit spacing. This function is sometimes called the dipulse re-
sponse in longitudinal recording. The noiseless signal is given
by

(2)

The noise comprises both the transition jitter noise and the ad-
ditive white Gaussian electronic noise. The jitter noise is given
by

(3)

where are independent Gaussian random variables with
mean zero and variance and is the derivative of
(see [14]–[16]). After low-pass filtering and sampling the noisy
signal with sampling interval , we obtain the discrete-time
received signal

Fig. 1. Block diagram of discrete-time channel model.

(4)

where the noise samples are independent Gaussian random
variables with mean zero and variance . The signal-to-addi-
tive-noise ratio, denoted by , is defined as

(5)

The sampled signal is passed through a finite-impulse-re-
sponse equalizer and then a Viterbi detector. We used the
minimum mean-squared error criterion to optimize the equal-
izer and target response [17]. The Appendix has some more
detail on the equalizer design. This discrete-time channel model
is illustrated in Fig. 1. The notations and denote
and , respectively.

It is important to note that, for a specified , the
discrete-time system model depends only on the normalized
channel parameters and . This fact will play a role
in the computation of the design curve. The depends
on the bandwidth and thus can depend on the bit spacing . For
a one-sided noise power spectral density (in volts squared
per hertz) and a head-medium velocity , the electronic noise
variance can be written as . We discuss the
consequences of more generalized scaling in the course of this
paper.

III. DESCRIPTION OF THE DESIGN CURVE

The description of the channel in the previous section in-
volved the signal parameters and , noise parameters

and , and a channel bit spacing .
A natural question regarding the design parameter optimiza-

tion is the following: Given the three channel characteristics
, and , what is the maximum achievable user

density for which the sector error rate remains below a certain
threshold? The design curves that we now describe provide an
answer to this question. The calculation of the design curves also
yields the MMSE equalizer, bit spacing , and Reed–Solomon
code rate corresponding to the maximum density.

Define the user bit spacing . For fixed
and , the design curve separates the and plane
into acceptable and unacceptable regions. The acceptable region
corresponds to those pairs of and for which there exists
a Reed–Solomon code that gives a sufficiently low sector error
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Fig. 2. (a) Design curve scales linearly with B in the radial direction.
(b) Normalized design curve.

rate. The pairs in the unacceptable region are those for which
the target error rate cannot be achieved.

Fig. 2(a) shows the design curves for dB,
sector error rate threshold of , and two values of user bit
spacing nm. For each curve, the acceptable re-
gion is below the curve and the unacceptable region is above.

The design curve itself can be interpreted as pairs of and
values for which the corresponding is the maximum

achievable density. However, for a system with three length pa-
rameters: and , scaling will occur so that, as illus-
trated in Fig. 2(b), only one scaled curve of versus

need be plotted. This normalized curve gives design
curves for any value of .

IV. COMPUTATION OF THE DESIGN CURVE

To compute the normalized curve, we assume that the code
employed is the Reed–Solomon code over with input
length of 4100 bits. Next, we set the target sector error rate to
10 , and fix a value of . As mentioned earlier, the dis-
crete-time channel model depends only on and .
With these channel parameters fixed, we compute an equalizer
and a target response that optimize the mean-squared error cri-
terion. The equalizer is assumed to have 14 taps and the target
transition response length is assumed to be 3. Then we sim-
ulate the channel and collect the error statistics at the output
of the channel Viterbi detector. Based on the statistics, we can
use properties of Reed–Solomon codes to calculate the highest
code rate that achieves the sector error rate. This determines
the highest user density achievable with these parameters. This
quasi-analytic method used to estimate sector error rates is re-
ferred to as the block multinomial method [18].

To determine a point on the normalized design curve for the
specified , we carry out this calculation for a range of

and values that lie along a line of fixed slope
. We then find the maximum user density achieved by

the parameters along this line, as well as the corresponding code
rate . The normalized design curve is obtained by varying the
slope .

The computation procedure is illustrated in Fig. 3. We fix
dB and the ratio . We vary from

Fig. 3. Computation of a point on the design curve. (a) Range of T =B and
� =B that are simulated, along with the highest code rates achieving the desired
error rate. (b) T =B and � =B computed from the code rates in (a).

0.061 to 0.067, and so is varied from 1.22 to 1.34. We
denote each pair of and by a number (from 1 to 7).
For each pair, we determine the highest code rate that achieves

sector error rate. This code rate is indicated in Fig. 3(a).
We then compute and

for all pairs as shown in Fig. 3(b). Certainly, these
points lie on the acceptable side of the design curve. We see that
pair 4 achieves the largest values of and ,
and so these values lie at the edge of the acceptable region. In
other words, pair 4 lies on the normalized design curve. The cor-
responding code rate .

The complete design curves for 14, 17, 20, 23,
26 dB are shown in Fig. 4. Table I lists the optimal code rates

for a range of ratios . Table II shows the bit
error rates at the Viterbi detector output for the end points of the
design curves. Fig. 4 and Table I summarize the results of all
analysis in this paper including forthcoming interpretations. For
example, the curves may be replotted in terms of versus

, as in Fig. 5. A more complex replotting might be to pick a
value of and evaluate at every point of Fig. 4.
Then a plot of versus for fixed values of
could be made for the value of . It is important to note that
only versus curves for a fixed have the property
(as in Fig. 2) that values of parameters below a given curve will
have a sector error rate of 10 or better, whereas parameters
above a given curve will have worse sector error rate.

Note that the result may differ each time we compute the
curve since the computation involves a Monte Carlo simulation.
We find that the curve itself is not very sensitive to this, but the
optimal code rate can vary, typically in the range of 0.02. This
explains why the curves in Fig. 5 are not as smooth as those in
Fig. 4.

We remark that the methodology for computing the curves
can be extended to other signal and noise models, coding and
detection methods, and error-rate estimation techniques.
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Fig. 4. Design curves for a range of values of SNR . For scaling
SNR = 2V R B =N v.

TABLE I
OPTIMAL CODE RATES R FOR THE DESIGN CURVES IN FIG. 4

TABLE II
BIT ERROR RATES AT THE VITERBI OUTPUT FOR BOTH

END POINTS OF THE DESIGN CURVES

V. APPLICATIONS OF THE DESIGN CURVE

We now present an example of how design curves can be used
in practice to determine the maximum achievable density for a
set of channel parameters, as well as the corresponding code rate

and channel bit spacing .
Suppose we can manufacture a head with minimum of

40 nm and media with minimum of 3.5 nm. Thus, the shaded
area in Fig. 6 is the range of possible and values. As-
sume the at the input to the equalizer is 20 dB, and the
target sector error rate is 10 . From the normalized design
curve in Fig. 4, we can find the value of for which the ac-
ceptable region of the corresponding design curve just overlaps
the shaded area. This occurs at a of 44 nm, which repre-
sents the maximum density achievable with this set of compo-
nents. The corresponding code rate is 0.80, and the channel
bit spacing at this density is nm.

Fig. 5. Optimal values of T =B and � =B for the design curves in Fig. 4.
For scaling SNR = 2V B=N v.

Fig. 6. Computing maximum user density using the design curve.

In the example above, was held fixed while
was varied. This would only occur if was varied
to maintain . As discussed previously, Fig. 4 may be
utilized to approximately analyze the case of fixed
and varying (see also Section VII).

Another example of the use of these design curves is to fix the
areal density and explore the requirements on and . Let
us assume a channel areal density of 1 terabit per square inch.
If the bit-aspect ratio (track pitch TP to channel bit spacing )
can be 4, then the channel bit spacing is 12.7 nm (2000 kfci).
Let us first assume an dB. Using Fig. 5, two
possible design points are and

. The code rate varies. The jitter
for these examples are and 1.4 nm, respectively. We
use the jitter expression from [14] or [16] including a slight
modification for noise read width. For a thermal grain diam-
eter of 3 nm (which is optimistic) and a read width of

nm, it might be possible to achieve
such small jitter values. For this example, the required pulse
widths are 15.9 and 12.7 nm, respectively. These are very
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Fig. 7. Design curves for fixed code rates.

small pulse widths and would require very small head-medium
spacings and replay head shield-to-shield spacings [12]. Sup-
pose the replay head can be designed to increase to
23 dB. In that case, a possibly achievable compromise would be

or nm, nm.
The design curves provide information about other system

optimization issues. For example, for a specified , the dif-
ferent pairs on the curve offer insight into tradeoffs in
head and medium design. Also, the design curve calculation
captures the dependence of the optimal code complexity, as re-
flected in the code rate, upon the extent of channel ISI, as re-
flected in the isolated voltage pulse width .

VI. DESIGN CURVE FOR FIXED CODE RATE

In practice, the channel coding scheme may have to be de-
signed without an exact specification of the characteristics of
the head and recording medium. There could be a number of
possible reasons for this. First, the various system design efforts
may have to proceed in parallel. Second, there may be variations
in the mass-produced heads and media that preclude a single,
precise component characterization. Third, different regions on
the disk (such as inner and outer bands) may exhibit different
signal and noise characteristics. Finally, the properties of heads
and disks may change as a function of age and environment. In
such a scenario, the design of the coding and signal processing
techniques may have to be conservative in order to handle a wide
range of component parameters.

The design curve methodology can be easily adapted for use
when, as in the situations described above, the code rate may
be fixed. Fig. 7 shows the normalized curves corresponding to
code rates 0.85, 0.90, and 0.95, with the same target sector error
rate of 10 .

VII. DESIGN CURVE FOR FIXED NOISE

POWER SPECTRAL DENSITY

So far, we assume that a design curve corresponds to a fixed
. However, .

Fig. 8. Design curves with fixed 2V B =N v obtained by interpolation.
The dashed curves are the original curves in Fig. 4.

Hence, depends on , which is not a fixed channel
parameter. Thus, an alternative design curve may correspond
to a fixed instead of . The curves can be
normalized in a similar manner; they can be plotted on the

and plane with each curve corresponding
to a fixed .

The new design curves are more complex to compute, but
they can be approximated from the original design curves by
connecting the points with the same . Fig. 8 shows
the curves obtained from the original curves by interpolation.
Since the code rates shown in Table I are approximately
constant throughout a design curve, the new curves are close
to the original ones.

VIII. CONCLUSION

In this paper, we introduce a quasi-analytic approach to joint
optimization of design parameters in a perpendicular recording
system. We adopt a linear channel model whose signal and noise
characteristics are described by three parameters: the isolated
voltage pulse width , the transition jitter noise variance ,
and the signal-to-additive noise ratio , which is mea-
sured after the signal is low-pass filtered and sampled with sam-
pling interval . The system incorporates an optimized equal-
izer and maximum-likelihood sequence detector, as well as a
Reed–Solomon code with code rate .

Our results are presented in the form of design curves in the
and plane, with each curve corresponding to a fixed

and user bit spacing . Each design curve sepa-
rates the plane into acceptable and unacceptable regions, with
points in the acceptable region representing values of and
for which there exists a Reed–Solomon code rate that guarantees
performance below a specified sector error rate. For any given

, the family of curves can be normalized with respect
to , allowing them to be represented by a single curve in
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the and plane. We give a simulation-based
procedure for computing the normalized design curves and il-
lustrate their utility in several applications.

There are a number of interesting ways to extend this work.
The channel model can be improved by including the effects of
nonlinear transition shift, replay head nonlinearities and satura-
tion, off-track capability, and long term thermal decay. More so-
phisticated signal processing and coding techniques can be con-
sidered, such as noise-predictive detection, modulation coding,
parity codes with post-processing, graph-based codes with itera-
tive decoding, and soft-decision algebraic decoding. Alternative
methods for predicting sector error rates should also be evalu-
ated. Numerical techniques for estimating the channel capacity
can be used to compute design curves corresponding to the in-
formation-theoretic limits on achievable density. A more com-
prehensive design optimization should also account for the bit-
aspect ratio, enabling the evaluation of the maximum achievable
areal density. Finally, an exact computation of design curves for
fixed values of , rather than estimation from design
curves with fixed , is left for future studies.

APPENDIX

For completeness, we include brief descriptions of the equal-
izer design and the block multinomial method here.

A. Equalizer Design

The equalizer and its target are computed using one of the
techniques described by Moon and Zeng [17]. Referring to
Fig. 1, and represent the channel input and the equalizer
input. Denote the equalizer taps and its target by and , re-
spectively. Then the error signal is , where denotes
the convolution. The mean-squared error can be written as

(6)

where and are the auto-correlation matrices for and , and
is the cross-correlation matrix for and . These matrices are

functions of and . We optimize the mean-squared
error subject to the condition that the target has unit energy:

. It was shown in [17] that this optimization reduces to
an eigenvalue problem: Solve for from
and then compute .

B. Block Multinomial Method

The block multinomial method was described in [18] as a
means to estimate the error rate of a Reed–Solomon code. Let

be the length of the code in symbols. We simulate sectors
and partition the Viterbi output into non-overlapping blocks of
length, say, six symbols. We count the number of blocks with

errors, , and denote it by . The probability
of a block with errors is then estimated as .
Assuming that each block is independent, the number of errors
within one sector has the multinomial distribution. Suppose that
the code can correct errors. Then the sector error rate is

(7)

where the summation is over the nonnegative integers such
that and . An efficient algo-
rithm for evaluating the summation is given in [18]. It is based
on the convolution operation.
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