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Abstract—We design serial concatenated multi-input multi-
output systems based on low-density parity-check (LDPC) codes.
We employ a receiver structure combining the demapper/de-
tector and the decoder in an iterative fashion. We consider the
a posteriori probability (APP) demapper, as well as a suboptimal
demapper incorporating interference cancellation with linear
filtering. Extrinsic information transfer (EXIT) chart analysis
is applied to study the convergence behavior of the proposed
schemes. We show that EXIT charts match very well with the
simulated decoding trajectories, and they help explain the impact
of different mappings and different demappers. It is observed
that if the APP demapper transfer characteristics are almost flat,
the LDPC codes optimized for binary-input channels are good
enough to achieve performance close to the channel capacity.
We also present a simple code-optimization method based on
EXIT chart analysis, and we design a rate-1/2 LDPC code that
achieves very low bit-error rates within 0.15 dB of the capacity
of a two-input two-output Rayleigh fading channel with 4-pulse
amplitude modulation. We next propose to use a space—time block
code as an inner code of our serial concatenated coding scheme.
By means of a simple example scheme, using an Alamouti inner
code, we demonstrate that the design/optimization of the outer
code (e.g., LDPC code) is greatly simplified.

Index Terms—Alamouti code, extrinsic information transfer
(EXIT) chart, low-density parity-check (LDPC) codes, multi-input
multi-output (MIMO) channels, space-time block codes (STBCs).

1. INTRODUCTION

ECENT research progress in information theory has

shown that large gains in capacity and reliability of
communications over wireless fading channels are possible by
exploiting spatial diversity with the use of multiple transmit
and receive antennas [1]. Approaching the capacity of such
multi-input multi-output (MIMO) channels requires a very
good channel code to overcome time-varying fading, inter-
symbol interference, and noise. Recently, simple but effective
space—time transmission schemes consisting of a serial con-
catenation of a channel encoder, a bit-wise interleaver, and
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a spatial constellation mapper have been studied [2]-[6].
These schemes, involving the turbo principle [7], combine the
demapper/detector and the decoder in an iterative fashion to
approximate the optimal joint demapper and the decoder. The
channel codes used are binary convolutional codes or turbo
codes. More sophisticated schemes based on space—time turbo
trellis-coded modulations [8], [9] have been considered where
the constituent codes are trellis codes. Furthermore, serial
concatenation schemes using space—time trellis codes [9] or
space—time block codes (STBCs) [10] as inner codes have
also been proposed. An excellent survey of the related work is
provided in [8]. We note that the performance of these systems
has been evaluated primarily by computer simulations.

Extrinsic information transfer (EXIT) charts [11], [12] have
been shown to be versatile analytical tools for studying the con-
vergence behavior, particularly in the turbo cliff region [11], of
iterative receivers for various serial or parallel concatenated sys-
tems. The charts have been used to help understand the behavior
of the iterative decoding algorithms and to select different codes,
typically convolutional codes, to optimize the system perfor-
mance. In particular, turbo-coded MIMO systems have recently
been analyzed in [13] by using the EXIT chart approach.

On the other hand, several research groups have proposed
different versions of low-density parity-check (LDPC) code de-
sign for high-order constellations on single-input single-output
(SISO) channels to achieve bandwidth efficiency, e.g., based
on multilevel coding (MLC) [14]-[16] or bit-interleaved coded
modulation (BICM) [17], [18] schemes. In this paper, we pro-
pose a serial concatenated LDPC-coded MIMO system [19].
For the iterative receiver, we consider an a posteriori proba-
bility (APP) demapper [4], as well as a suboptimal demapper
consisting of a parallel interference canceler (PIC) followed
by a minimum mean-square error (MMSE) filter. The latter
demapper is analogous to the multiuser detector proposed in
[20]. The system performance is analyzed and optimized based
on EXIT charts. We prove that, under the assumption of perfect
a priori information, the APP demapper and the PIC-MMSE
demapper are equivalent, as confirmed by the EXIT chart
results. Simultaneously with our work, [21] independently
used EXIT charts to study LDPC-coded MIMO systems. The
key difference between these two approaches is that in the
EXIT chart analysis, [21] combines the MIMO detector and bit
nodes of the LDPC decoder into one component for the EXIT
curve analysis and treats the check-node decoder as the other.
In contrast, we treat the MIMO detector as one component
for the EXIT curve analysis, and the entire LDPC decoder
(including both bit-node and check-node decoders) as the
other. The way we divide the system gives us a clear view of
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the separate effects of the code and the mapper, since we can
study the slope and shape of the demapper transfer curves and
the decoder transfer curves separately. However, for the same
scheme setup, we believe that these two approaches should
produce optimized codes with very comparable performance,
if not exactly the same. This approach also makes it amenable
if we would like to introduce some inner codes to change the
shape of the demapper transfer curves, as we discuss later.

To obtain capacity-approaching performance, we present a
simple code-optimization method for LDPC codes based on
EXIT chart analysis. This optimization method is independently
proposed in [22] for application to turbo-coded systems on
a SISO channel. For the LDPC decoding algorithms, we can
either reset the check-node messages or retain them after each
demapper-decoder loop iteration. The analysis and optimization
in the paper rely on the use of resetting algorithms. However,
our experimental results show that the nonresetting algorithms
achieve at least the same performance as the resetting algo-
rithms, and usually converge faster. Therefore, they may be of
more practical importance. We demonstrate that the optimized
LDPC codes achieve reliable transmission within 0.15 dB of
the capacity of a MIMO Rayleigh fading channel, assuming
independent and identically distributed (i.i.d.) equiprobable
inputs.

STBCs [23], [24] have been introduced to achieve spatial
diversity. Due to the orthogonal structure of the STBCs, the
symbols transmitted simultaneously from different antennas
can be separated at the receiver by simple linear combining,
which suggests that by using an STBC code, a MIMO channel
is transformed into a SISO channel [25], [26]. Motivated by this
result and some observations from our EXIT chart analysis,
we revisit the serial concatenated coding scheme using an
STBC code as an inner code. By a simple example based on
the Alamouti code [23], we demonstrate why this architecture
greatly simplifies the design/optimization of the outer codes
(e.g., LDPC codes). Some tradeoffs associated with this scheme
are briefly discussed.

II. SYSTEM ARCHITECTURE
A. Signal Model

We consider a serial concatenated LDPC-coded MIMO
system with NV, transmit antennas and N, receive antennas.
The information source is encoded by a rate-r. LDPC encoder.
The coded bits are interleaved bit-wise and grouped into vectors
of N 2 mN, address bits ¢ = [co,--.,cn—1]. The mapping
device maps each coded binary vector into a length-/N; symbol
vector x with its entries chosen from a constellation A, where
|A| = 2™. The channel output vector y is given by

y=Hx+n (D)

where H is an N,. x N; channel matrix which has i.i.d. com-
plex Gaussian entries with zero mean and unit variance, and n
represents a length-/NV,. complex additive white Gaussian noise
(AWGN) vector with covariance matrix! E[nn*] = 2021y, .
The system spectral efficiency is r.m/N;. We assume that the
fading coefficients are perfectly known at the receiver.

'Here * denotes the conjugate transpose of a vector or a matrix.
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Fig. 1. Iterative demapper/decoder graph.

We apply the turbo principle to decode the received sig-
nals. This effectively decomposes the receiver into separate
soft-input soft-output components that exchange extrinsic
information iteratively. An iterative demapper/decoder graph is
illustrated in Fig. 1. There are two levels of iterations involved.
One is the demapper-decoder loop including both the demapper
and decoder; the other is the decoder loop within the decoder
only. For each demapper-decoder loop iteration, the demapper
accepts as its inputs y and a priori information Lz, of the
coded bits ¢, and produces extrinsic information Lz .. The
LDPC decoder accepts a priori input Lp o, a deinterleaved
version of Lps., and performs the sum-product decoding
algorithm [27] for [. decoder-loop iterations, generating the
extrinsic output Lp .. Then, Lp . is interleaved to become
Ly, for the next demapper-decoder loop iteration. The max-
imum allowable number of demapper-decoder loop iterations
is denoted by .

B. Iterative Channel Demapper

1) APP Demapper: At the receiver side, the APP demapper
computes the extrinsic information for each coded bit ¢;, 1 =
0,...,N — 1, conditioned on the vector channel output y, as
follows [4]:

erAg p(y|x) exp (Zje]xJ LM,a(Cj))

Seenr PR exp (e, Laraley))
@
where Larq(c;) = log(Pr(e; = 0)/Pr(c; = 1)) is the a
priori information, A? is the set of length-N; symbol vectors
with ¢; = b, b € {0,1}, and Jy ; is the set of indexes within
symbol vector x withc; = 0,5 =0,1,...,N — 1,5 #1i. We
assume that the coded bits are independent with respect to each
other.2 Here p(y|x) is a multivariate Gaussian density function.
The computational complexity of (2) is exponential in
N = mN;, becoming prohibitive when N, gets large. As
an alternative, we consider a suboptimal demapper based on
soft interference cancellation and linear MMSE filtering whose
complexity is proportional to the cube of V; due to the matrix
inversion operations. Therefore, the suboptimal demapper has
lower complexity for medium-to-large NN;.

Lse(ci) =log

2This assumption is also used for (3).
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2) PIC-MMSE Demapper: Based on the a priori informa-
tion of the coded bits, Lasq(c;), ¢ = 0,...,N — 1, we first
compute the soft estimates of all the symbols within trans-
mitted vector x, i.e., for k = 0,...,N; — 1, T, = Elzg] =
212;0_1 ajPr(z, = a;), where A = {a;|j =0,...,2™ — 1}.
Note that

Ck*m-{—n = aj, n) (3)

P =) = T P

where

Pr(c; = b) = exp <( (1~ ) - La,a(ci) >

1+ exp (Lar,a(ci)))

and a; , denotes the nth index bit of symbol a;.

We now define X = [Tg,...,Tn,—1] and X =
oy, Tk-1,0,Tkt1,...,TN,—1]- For each symbol k, a
soft interference cancellation is performed on the vector
channel output y, and we obtain

yr =y — HXj. “)

Next, an MMSE filter is applied to each yy, to further suppress
the residual interference plus noise, i.e., s, = wiy. Here wy, is
chosen to minimize the mean square error between the symbol
z1, and the filter output s, and, as in [20], we have

wi =E [yryi] ' E lyre;)]
—1
Blz;|* — 73] 20°
= |hhp+) — LI hh hy
A PR A APl B
i#k
(5)

where hy is the kth column of H and E|zi|? = 23;0_1

laj]*Pr(z, = a;). Following [20], we assume that s, is the
output of an equivalent AWGN channel with z; as its input,
1.e., S = aiTL+ A\, where o, = E[skxi]/E’[xkxz] = W;';hk,
and )y is a zero-mean Gaussian random variable with variance
o7 = Elsi,—arzi|? = E|zg|* (o — |k |?). Then, the extrinsic
information of each coded bit is given by an expression similar
to (2) with y and x replaced by s and z, respectively.

C. Iterative LDPC Decoder

For the LDPC decoder, we adopt the standard sum-product al-
gorithm, which is summarized as follows. We first consider the
message passing from a bit node to its incident d,, check nodes.
Given the a priori information from the demapper Lp , and the
messages from the incident check nodes, for i = 0,...,d, — 1,
the decoder computes LiB’e =Lp.+ Zjvzg’lj £i Lka, where
Lp,qis setto zero at [; = 1 (the first iteration for the demapper-
decoder loop). Next we consider the message passing from a
check node to its incident d.. bit nodes. The rule for the message
updating is tanh(L¢, ,/2) = H;l 701#2 tanh(Lé ./2), where
Lc,q is the interleaved version of L .. The vector Lc . 1s dein-
terleaved to become Lp ,. We can repeat the bit/check message
updates for /. decoder-loop iterations and output the extrinsic
information Lp ., givenby Lp . = Zj;gl Lg’a. After Lp .
is generated, we can either keep Lp_, for the next demapper-de-
coder loop iteration or reset Lp , to zero. In general, resetting

Lp , results in slower convergence and even performance loss
for small /.. In the nonresetting case, however, the value of /..
has little effect on the performance.

III. EXIT CHART ANALYSIS

We first determine the mutual information (MI) transfer
characteristics of the demapper. Following [11], we model
the a priori input Ljs, as a conditional Gaussian random
variable with probability density function (pdf) pr,, . (Il|c) =
QS#LM.G(l—ZC)anMa(l)’ where sz, . 7 ,../2- The MI
between ¢ and Lz 4, denoted Ir,, ., is defined in [11]. The
MI between c and extrinsic information Ljy ., denoted Iy, _,
can be computed the same way as I, ,, but with the pdf of
Lpy,e. In general, the pdf of Ly . can be determined by Monte
Carlo simulation. Viewing Ir,, . as a function of I, , and
the Fj /Ny (in decibels) of the channel, the demapper EXIT
characteristic is given by Ir,,, . = Ta(IL,, ., Eb/No).

Similarly, in the decoder, if we assume that Lp , is Gaussian
distributed and we apply the same equations as in the case of the
demapper, we can obtain Iz, , and Iz, , from the pdf of Lp ,
and Lp .. However, to make the EXIT chart analysis feasible,
Iy, . needs to depend only on Iy, ,. Therefore, we reset Lg 4
after each demapper-decoder loop iteration in the decoder. The
decoder EXIT characteristic is defined as I, , = Tp(Iz,, ).

In the calculation of Iz, _, the pdf of Lp . is determined
numerically by density evolution [27], given the pdf of Lp 4.
We recall that an LDPC code ensemble is described by its de-
gree distribution pair (), p) [27], with A(z) = S3fmex )21
and p(z) = ch mx gt T, where \; (resp., p;) is the
fraction of edges with bit (resp. check) degree i. Denote
Ap) = T X @' p Lip) = T4 L @ p, and
p(p) = Ffl(zd" e p; @1 T(p)), where p is a pdf function,
{L;} is the bit degree distribution from the node perspective,
® represents convolution, and I'/T~! are density operators
defined in [27]. We determine DLy, 88 follows. For1 <[ <.,

repeat py) = p(pr,,. ® ApY, ")), where pi) has all
mass at zero and [ denotes the current decoder—loop “iteration

number; then, set pr,,, . = L(p(LlCB)a).

A. SISO Systems

We first consider a SISO AWGN channel, which we view as a
special case of the MIMO channel. Throughout the paper, we fix
the component binary code rate at 1/2 for illustrative purposes.
Following the method described above, we obtain the decoder
EXIT characteristics for the regular (3,6) LDPC code, decoded
with different /., shown in Fig. 2. We take two approaches to
calculate the pdf of Lp .: one is by using density evolution di-
rectly, and the other is by running Monte Carlo simulation on a
length-10¢ LDPC code. Both approaches produce virtually the
same decoder transfer characteristic curves.

Fig. 3 shows the APP demapper transfer characteristics for
4-pulse amplitude modulation (PAM) on an AWGN channel
with three mapping rules used: Gray, natural, and anti-Gray
[11]. Different mapping rules appear to generate transfer
curves with different slopes. Our results show that on such
Gray-mapped SISO channels (either AWGN or fading), the
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Fig.3. Demapper transfer characteristics for 4-PAM modulation on an AWGN
channel.

demapper curves are almost flat for different high-order con-
stellations [e.g., 8-phase-shift keying (PSK) and 16-quadrature
amplitude modulation (QAM)]. This suggests that iterating
back to the demapper helps very little to improve the system
performance.

If we place the demapper and decoder characteristics into a
single diagram, the EXIT chart is generated. Fig. 4 shows an
EXIT chart for a system with a (3,6) LDPC code, anti-Gray
mapping, and 4-PAM modulation, operating at E;, /Ny = 5 dB.
The chart corresponds to [, = 4. To verify the accuracy of the
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4-PAM, and (3,6) LDPC code at E, /No = 5.0 dB.

EXIT chart, we show the iterative decoding trajectory based on
simulation results for a (3,6) LDPC code of blocksize? 10%. The
simulated trajectory matches well with the computed transfer
characteristics. Fig. 4 shows that for /. = 4, there is a “tunnel”
between the demapper and decoder characteristics that allow the
decoding trajectory to continue on to successful decoding.

The smallest Ej,/Ng (dB) at which the iterative scheme
converges is referred to as a threshold, or pinch-off limit [11].
The threshold corresponds to the signal-to-noise ratio (SNR)
at which the demapper and decoder transfer characteristics are
almost tangent and do not cross. For example, the threshold
of the iterative scheme with anti-Gray mapping, the (3,6)
LDPC code, and I, = 32 is around 4.4 dB. Comparison of the
demapper and decoder characteristics in Figs. 2 and 3 shows
that the iterative scheme converges at about the same Fj /Ny
when [, is large (e.g., [, > 32). This observation is verified by
simulation results.

The results discussed above assume the LDPC decoder is
reset after each demapper-decoder loop iteration. However, our
simulation results show that if the LDPC decoder is not reset
after each demapper-decoder loop iteration, the performance of
the iterative scheme is essentially independent of [.. (i.e., [ = 1
is enough), and agrees with that of the resetting decoder for large
l.. These observations apply to a variety of mappings and both
SISO and MIMO channels.

The Gaussian input assumption works very well for the
demapper transfer-function computation in various cases. For
the LDPC decoder transfer-function computation, the Gaussian
assumption works well with the anti-Gray mapping on a SISO
AWGN channel. For most other cases, this assumption works
fine, but produces a discrepancy of about 0.1-0.2 dB between

3In the following, the blocksize for the simulated decoding trajectories are all
fixed at 106.
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Fig. 5.  APP and PIC-MMSE demapper EXIT characteristics of 4-PAM on a
2x 2 Rayleigh fading channel.

EXIT charts and real decoding trajectories. In general, this
discrepancy is small enough that we may ignore it.

However, we want to have a more accurate model to better
match the transfer characteristics of the LDPC decoder to the
simulation performance. With the improved accuracy of the
modified model, we are better able to optimize the irregular
LDPC codes and push the thresholds of the iterative schemes
closer toward the channel capacity, as we discuss later.

In the modified model, instead of assuming a Gaussian
distribution for the decoder inputs, we assume the decoder
inputs are generated by the output of a demapper whose inputs
are Gaussian distributed. The motivation for this model is that
we believe the output statistics from a demapper (even a very
simple one) should approximate the true statistics of a more
complicated demapper output better than the simple Gaussian
assumption on the demapper output. This intuition is supported
by Monte Carlo simulation results. For example, we perform
the EXIT chart analysis for the natural mapping and a (3,6) code
at £, /Ny = 3.4 dB on a SISO AWGN channel. The decoder
characteristic obtained from the modified model matches well
with the simulated trajectory, while the one computed from the
original model shows about a 0.1-dB discrepancy. Interestingly,
numerous experiments show that for a given LDPC code, the
modified model produces virtually the same decoder transfer
characteristics for most choices of mappings and channels
(SISO or MIMO). Consequently, in the analysis that follows,
we will use the modified model with natural mapping on a SISO
AWGN channel to compute the decoder transfer characteristics,
even though the actual mappings and channels may be different.

B. MIMO Systems

We present results for MIMO systems with N, = N, = 2.
In Fig. 5, we plot both the APP demapper and the PIC-MMSE

TABLE 1
THRESHOLDS OF THE (3,6) LDPC-CODED 4-PAM SYSTEMS RELATIVE TO THE
LLD. CAPACITY WHEN WE CONSIDER DIFFERENT MAPPINGS, DIFFERENT
CHANNELS, AND DIFFERENT DEMAPPERS

(En/No), (dB) | Gray | natural | anti Gray
SISO AWGN, APP 13 1.3 23
SISO Rayleigh, APP 4| 14 2.0
2120 Rayleigh, APP 1.3 1.5 2.5
2120 Rayleigh,PIC-MMSE | 2.2 2.6 4.1

demapper transfer characteristics at Fy/Ny = 6.0 dB. For
a given mapping, the PIC-MMSE demapper curve is strictly
below the APP demapper curve and tends to have a steeper
slope. This result suggests that in comparison with the APP
demapper, the PIC-MMSE demapper always suffers informa-
tion loss. Furthermore, these two curves converge to the same
Iy, . when Iy,  approaches one. This suggests that with per-
fect a priori information about coded bits ¢;, j = 0, ..., N —1,
and j # 1, the PIC stage cancels all the interference relative to
symbol z; which contains bit ¢;, and the PIC-MMSE solution
converges to the APP solution. For both demappers, if we
assume perfect a priori information, it can be shown that both
schemes become single-input multiple-output (SIMO) systems
with only two possible inputs. It is straightforward to show that
for such a SIMO system, the direct vector-APP detector equals
to a scheme of maximum ratio combining (MRC) followed by
a symbol-APP detector on the MRC output. On the other, it
is known that for such a SIMO system, the MRC combining
equals to the MMSE combining [28]. The proof of this fact
involves the matrix inversion lemma [29]. Therefore, these
two demappers are indeed equivalent, if we have perfect a
priori information. For more details of the proof, please see the
Appendix.

Another interesting phenomenon is that, unlike the SISO case
where the APP demapper curve of the Gray mapping is almost
flat, in the MIMO case, the corresponding curve has more sig-
nificant slope. This result suggests that for the Gray-mapped
MIMO systems, it is necessary to iterate between demapper and
decoder to approach the capacity.

We summarize our threshold results obtained from EXIT
chart analysis in Table I, where we show the gaps, (E;/No)h
(dB), between the thresholds of the (3,6) LDPC-coded 4-PAM
systems and the i.i.d. capacities for the channel models and
mappings considered. Note that for 4-PAM, the i.i.d. capacities
are 2.11, 3.93, and 3.48 dB for the SISO AWGN, SISO Rayleigh
fading, and MIMO (2x2) Rayleigh fading channels, respec-
tively, and the corresponding spectral efficiencies are 1, 1, and
2 b/symbol. Gray and natural mappings have very comparable
performance, and are far better than the anti-Gray mapping. For
the MIMO Rayleigh fading channel, the PIC-MMSE demapper
loses about 0.9~1.6 dB relative to the APP demapper.

IV. CODE OPTIMIZATION

We can see from Table I that the (3,6) LDPC-coded systems
are more than 1 dB away from the channel capacities in the var-
ious scenarios we have considered. It is natural to ask about the
performance attainable with the LDPC codes optimized for the
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Fig. 6. EXIT chart with iterative decoding trajectories of the systems on
a 4-PAM SISO channel with an LDPC code optimized for the binary-input
AWGN channel.

binary-input AWGN channel. In Fig. 6, we plot the EXIT charts
for 4-PAM systems using a rate-1/2 LDPC code with d,, .,
50, designed using the degree distribution pair optimized for
the binary-input AWGN channel [27]. The plot is shown for the
Gray-mapped SISO channel, where both the demapper and the
decoder curves are almost flat and match well with each other,
and the threshold of the scheme is about 2.40 dB, which is only
0.29 dB away from the channel capacity (2.11 dB). However, if
anti-Gray mapping is used, the slope of the demapper curve is
much steeper than the decoder curve, and the scheme does not
converge unless the Fy, /Ny is at least 5.10 dB, representing a
3-dB loss relative to the channel capacity. As suggested in [11]
and [12], at the threshold SNR value, the area between the two
component curves is a measure of the performance loss rela-
tive to the channel capacity. Therefore, to optimize the system
performance, we need to match these two component curves to
minimize the area between them.

For the 4-PAM SISO channel considered above, the APP
demapper curves for Gray mapping are almost flat, which
means that the parallel independent demapper (PID) introduced
in [18] and [30] can nearly achieve the channel capacity. The
PID demapper is a special case of the decoding schemes consid-
ered here, corresponding to [; = 1. We then consider a rate-1/2
LDPC code optimized for the PID demapper with d,, ., = 50
from [18]. This code has a threshold of 2.35 dB under the
PID demapper. As seen in Fig. 7, at E,/Ng = 2.40 dB, the
“one-shot” process ({; = 1) at the demapper is enough to make
the decoding successful, provided [.. is large enough (here we
used [. = 1024). Furthermore, if we set ], = 256 and [; = 5
the decoder is able to converge even at Fj, /Ny = 2.30 dB.
The results suggest that if the demapper transfer curve is very
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Fig. 7. EXIT chart with iterative decoding trajectories of the Gray mapping
and an LDPC code optimized for the PID demapper.

flat, the LDPC codes optimized for binary-input channels* are
almost optimal for the iterative decoding schemes.

In general, to optimize the LDPC-coded MIMO systems, we
can use a global density-evolution procedure including both the
demapper and the decoder. However, it is very difficult to obtain
a closed-form solution of the pdf at the output of the demapper,
and the Monte Carlo method has computation complexity ex-
ponential in N, for the APP demapper. Therefore, we intro-
duce a simple but effective code-optimization method based on
EXIT charts, which was independently proposed in [22]. Un-
like the global density-evolution approach, this method does not
use error probability as the cost function associated with each
degree distribution pair (\, p). Instead, the cost function is de-
fined as follows. For any LDPC code ensemble, there is a de-
coder transfer characteristic Tp associated with it. For any given
mapping, channel, and demapper, we can compute a demapper-
transfer characteristic T at a certain Fj /Ny (dB). Then, on
the computed demapper curve, we pick a set of points Ir,,, =
{L;;i=0,...,0— 1}, and the cost function is defined as

_ B\ |?
z= 2]: Tp(1j) - TM1 (ljv N_o) ©)
where {I;} is the subset of {;} such that for each I;, Tp(I;) <

T;,l (I;, Ey/No). In other words, for each I;, the decoder curve
is on the left side of the demapper curve. The iterative search
algorithm proceeds as follows.

1) Ata certain E}, /Ny, we compute T for the demapper.

2) By differential evolution [27], we search for a (A*, p*)
whose T'p results in the smallest z*.

4As discussed in [ 18], the coding scheme with the PID demapper has an equiv-
alent binary-input channel-model representation.
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Fig. 8. EXIT chart with iterative decoding trajectories of the Gray mapping
and an optimized LDPC code on a 2x 2 Rayleigh fading channel, I, = 17.

3) If this 2* is smaller than a target z;, we decrease Ej, /N
and go back to step 2. If not, we stop.

The optimal degree distribution pair (\*, p*) is the pair found
in the last iteration with the smallest F;, /Ny and corresponding
cost z* < z;. In this way, we find a (A*, p*) whose T is almost
on top of the demapper curve 1. Then, at an E;, /Ny slightly
larger than the F}, /Ny used in the optimization, there is a narrow,
open tunnel between the demapper and the decoder curves, en-
abling the iterative decoder to converge. Notice that at a spe-
cific £, /Ny, once Ty is computed, numerous degree sequence
pairs generated by differential evolution in step 2 can use the
same T for their cost-function computations. This translates
into significant computational savings when mV; is large.

In Fig. 8, we show an EXIT chart with iterative decoding tra-
jectories for the LDPC codes optimized for the Gray mapping on
a MIMO (2x2) Rayleigh fading channel. The code in the graph
is optimized for the APP demapper and the degree distribution
pairis given by A(z) = 0.2230952 +0.26472622 +0.2218592°
+0.038578z + 0.0767512%° + 0.174990x%° and p(z) =
0.39054527 + 0.609455x%. This degree distribution pair is
optimized at E,/Ny = 3.60 dB, where the demapper curve
coincides with the decoder curve over a substantial interval.
Then, at /Ny = 3.63 dB and [. = 256, the simulation
is able to achieve a low bit-error rate (BER) although the
required number of demapper-decoder loop iterations /4 is very
large. Note that the corresponding i.i.d. capacity is 3.48 dB.
Therefore, the simulation with codeword length 108 provides
good performance at an Fj,/Ny within 0.15 dB of the i.i.d.
capacity. The graph of Fig. 8 shows that at £}, /Ny = 3.65 dB,
the decoder is able to converge for a relatively small value
of I (here [; = 17). On the other hand, we also optimize
an LDPC code for the PIC-MMSE demapper, and the de-
gree-distribution pair is described by A(z) = 0.254218z +

0.26096422 + 0.1266645° +0.144428z'* 4 0.2137262*° and
p(r) = 0.714657z7 + 0.2853432%. The degree distribution
pair is optimized at F, /Ny = 4.20 dB, and the simulation
shows a high probability of successful decoding at 4.23 dB.
Therefore, even with the PIC-MMSE demapper, the proposed
scheme is able to achieve reliable transmission within 0.75 dB
of the i.i.d. capacity.

Finally, for both codes, the nonresetting receiver with dif-
ferent [, converges at roughly the same thresholds as does the
resetting receiver with large [..

V. USING STBCs AS INNER CODES

As shown by the EXIT chart analysis, the mismatch between
the demapper curve and the decoder curve usually results in a
performance loss relative to the channel capacity. For a given
system, at its F /Ny threshold, the larger the area between the
demapper and decoder transfer curves on the EXIT chart, the
greater the performance loss the system suffers.

We observe that when N; > N,., even for Gray mapping, the
APP demapper curves tend to have steep slopes. The decoder
curves of the LDPC codes optimized for the binary-input chan-
nels are almost flat in most of the region of interest (see, for
example, Fig. 6). Similarly, ten Brink [13] showed that the de-
coder curves for several known turbo codes are close to flat as
well. Therefore, these codes usually do not perform well for the
MIMO systems with N; > N,..

The design methodology presented in the previous section
hinges on optimization of the code parameters so that the shape
of the decoder curve is matched to the shape of the demapper
curve. When N; > N, where the demapper curves are very
steep, we found that the optimized LDPC codes usually have
many more degree-2 nodes, compared with the LDPC codes
optimized for the binary-input channels. On the other hand, ten
Brink [13] observed that simple convolutional codes can outper-
form turbo codes in the waterfall region when N; > N,.. How-
ever, we observed that, when simulated with small-to-moderate
blocksizes, the LDPC codes optimized for N; > N, normally
have high error floors due to the weakness of the component
codes. Similar phenomena are visible in [13] for simple convo-
lutional codes as well.

One important observation from the previous section is that,
for Gray mapping on a SISO channel, the demapper curves are
almost flat, matching well with the decoder curves of the LDPC
codes optimized for the binary-input channels, as well as those
turbo codes. It is known that, due to the orthogonal structure of
the STBC codes, the symbols transmitted simultaneously from
different antennas can be separated at the receiver by simple
linear combining. Therefore, STBC codes play a key role of
transforming a MIMO channel into a SISO channel [25], [26]. In
the following, we introduce a serial concatenated scheme when
N; > N,., which uses an STBC code as an inner code and uses
an LDPC code optimized for a binary-input channel or a turbo
code as an outer code. We demonstrate that, if Gray mapping is
employed, this approach flattens the demapper transfer curves.
This design method has two important practical features. First,
the LDPC code design is greatly simplified; second, simulation
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LDPC Encoder

Fig. 9. Coding scheme with an LDPC code as an outer code and an STBC code as an inner code.

results show that, at small-to-moderate blocksizes, these codes
have no error floors in the BER regions of interest.

Fig. 9 shows a coding scheme using an STBC code as an
inner code. The input to the STBC encoder is a block of K
complex symbols z, £k =0,..., K —1. The STBC encoder
maps the input symbols onto entries of a 7" X N; matrix
G, where T is the number of channel uses required for the
transmission of K input symbols and the entries of G are chosen
from 0, +£xo,...,xrx_1,£2g,...,E2%_,, and their linear
combinations. Here, we limit the STBC codes to be the complex
orthogonal designs introduced in [23] and [24]. The matrix
G satisfies the property G*G = (|zo]? + ... + |zx_1]?|)L

The celebrated Alamouti code is a special case of the STBC
codes with T' = 2, N; = 2, K = 2, defined by

G,. = [!]00 901} _ [ 3?0* «’Ei} ) 7
gio 911 —Ty Ty

We assume that the channel coherence time is large compared
with T, and therefore, the channel coefficients are constant over
the duration of 7' consecutive channel uses. For N, = 1 (as is
commonly the case in downlink transmission for wireless appli-
cations), the channel model can be described as

To ho (n
=G : + : . )]
TT-1 hNt -1 nr—1
N—— N———
r h n

By decoupling the signals transmitted from different an-
tennas, the orthogonality of the columns of G makes feasible
a simple APP decoding technique. It is easy to verify that the
APP of zx, k = 0,..., K — 1, given the received symbols
To,...,TT_1, can be expressed in the following form:

Pr(zg|ro,...,r7—1) = const - fr(zr)Pr(zy) )

where fj(xy) is a function independent of z;,7 = 0,..., K —1,
it # k. Then,fork =0,...,K—1,n=0,...,m—1,theloga

posteriori probability ratio (LAPPR) of each of the bits can be
computed as

L]\/[,e (Ck*m+n)

= log

- L]\/I,a(ck*m+n)

- § PI‘(Ck*m-i-n = 0|7‘0, . 77"T—1) I, (c )
- — M k
Pr(ck*m-‘,—n - 1|7'0./ . 7TT—1) @ *mtn
e Pr(zilro,... rro1)
-1)

>epear Pr(zilro,....rr

kaeA% fk(d?k) - €Xp (ZjeJIk,n L]\J,G(Ck*m-l-j))

Zaveay Julre) e (EzjeJmkﬂ LALa(Can+j))
(10)

1

:Og

A->-STBC Encoder

where Afl is the set of symbols with crxpmyrn = b, and J;, »
is the set of indexes within symbol zj, with cremy; = 0, j =
0,1,...,m—1,j # n.Comparing (2) and (10), we observe that,
unlike the spatial multiplexing schemes without STBC inner
codes, the extrinsic information update for one bit when using
an STBC inner code depends only on the a priori information
of the other m — 1 constituent bits within the symbol x, rather
than the entire symbol vector x.

In the case of the Alamouti code, it can be easily verified that

fo(o)
= exp (_ (=860 = soxg+ ([hol® + [ [?) |£0|2)> (11)

202
Ji(z1)
_g* _ * )/ 2 } 2 2
— exp _( $171 811171+(| wl|? + |h] ) |1 ) 12
202
where

So = hg’l“() + thI
S1 = h;’l‘g - hoTI. (13)
Note that s and s; are the outputs of the maximum-likelihood
detector described in [23].

For £ = 0,1, the normalized equivalent channel model is

given as
[1ho|? + |h1]?
Sp = 7| 0| 2| 1| xk-‘rn;c

with E[n)n*] = 202 [26]. If we insert a channel interleaver
before the STBC encoder and assume ideal channel interleaving
at asymptotically large blocksize, the channel described in (14)
becomes a memoryless ergodic channel. We can then compute
the capacity of this channel assuming i.i.d. equiprobable inputs.

One example we consider is N; = 2 and N, = 1. We
compute the i.i.d. capacity of a channel using 16-QAM with
an Alamouti inner code. This scheme has an uncoded transmis-
sion rate of 4 b/channel use (uncoded refers to no outer channel
coding). At a coded transmission rate of 2 b/channel use, which
corresponds to an outer channel code of rate 1/2, the Fj,/Ny
required to transmit reliably at the given spectral efficiency is
3.0 dB.

Next, we perform an EXIT chart analysis for the proposed
scheme with Alamouti inner code and a rate-1/2 LDPC code
optimized for binary-input AWGN channel with d,,,, = 50
as an outer code, where Gray-mapped 16-QAM is used. The
results show that the demapper and decoder curves both are
nearly flat and closely aligned. The threshold of this system is
about 3.3 dB, which is only 0.3 dB away from the corresponding
capacity. With this example, we demonstrate that by using the
Alamouti inner code, we greatly simplify the outer code design

(14)
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Fig. 10. Capacity comparison of different modulation schemes on a two-input
one-output channel assuming uniform finite constrained inputs.

by changing the slope of the demapper curve and aligning it with
the decoder curve.

The proposed scheme with the Alamouti inner code essen-
tially transforms a 2x 1 channel to an equivalent 1x 1 channel
specified by (14). It is known that, with continuous Gaussian
inputs, the Alamouti code on a 2x 1 channel incurs no capacity
loss [31]. If we assume finite constrained inputs, similarly we
can compute the i.i.d. capacity curves of a 2x1 channel with
Alamouti inner code and a 1x1 channel, with 16-QAM. The
results are plotted in Fig. 10. We observe that the equivalent
channel presented in (14) is still better than the standard 1x1
fading channel. At 2 b/channel use, the 2x 1 channel with the
Alamouti inner code has about 1-dB advantage over the 1x 1
channel. The 2 x 1 channel with no Alamouti code only achieves
an additional 0.3-dB gain at 2 b/channel use, compared with the
2x1 channel with Alamouti code. Furthermore, in a practical
system, with the limited interleaver size, a slow-fading channel
produces fading coefficients for neighboring symbols that are
strongly correlated, and the available time diversity diminishes.
In this case, STBC codes still guarantee the spatial diversity.
Therefore, our proposed schemes are of practical significance
as well.

When N; > 2, we can use the STBC codes introduced in
[24] to achieve the same goal as achieved by Alamouti code
when N, = 2. However, these codes, in general, require R, =
K/T < 1 (R. = 1 for the Alamouti code), and to keep the
same transmission spectral efficiency requires constellation ex-
pansion by a factor proportional to 1/R,. Therefore, as sug-
gested in [21], to compensate for the greater rate loss due to the
inner STBC codes, one would have to use a much larger constel-
lation size, making this scheme less appealing when N, > 2.
For example, if N; = 3, we can use 4-PSK modulation with
the spatial multiplexing scheme to achieve an uncoded trans-
mission rate of 6 b/channel use. If we use an inner STBC code

with R, = 3/4 (see, e.g., [24]), we need to expand the constel-
lation to 256-QAM, to achieve the same transmission rate.

VI. CONCLUSION

We designed a serial concatenated MIMO system based on
LDPC codes, and employed a receiver structure that iterates be-
tween the demapper and the LDPC decoder. EXIT charts were
shown to match very well with simulated decoding trajectories
on MIMO channels. We observed that if the APP demapper
transfer curve is almost flat, the LDPC codes optimized for the
binary-input channels are good enough to achieve performance
close to the i.i.d. channel capacity. Furthermore, we proposed a
novel code-optimization method if the demapper transfer curve
is not flat, and a resulting rate-1/2 irregular code of length 106
was shown to achieve a low BER within 0.15 dB of the i.i.d. ca-
pacity on a 2x2 MIMO Rayleigh fading channel. Even for the
suboptimal PIC-MMSE demapper, the optimized LDPC codes
achieve very reliable transmission within 0.75 dB of the i.i.d.
channel capacity.

To simplify the LDPC code design, we modified the coding
scheme by adding an STBC inner code. Using the Alamouti
code (N; = 2), we showed that the demapper transfer curves
are nearly flat and align well with the decoder curves of the
LDPC codes optimized for the binary-input channels. The corre-
sponding thresholds are quite close to the i.i.d. channel capacity.

APPENDIX

First, we show that with the vector-APP detector, the system
can be simplified to a SIMO system if we assume perfect a priori
information. The APP demapper computes the extrinsic infor-
mation for each coded bit ¢;, 2 = 0,...,N — 1, where N =
mN;, as

S eear Py - T4 Pr(ey)
erAg p(ylx) - Hj#i Pr(c;)’

Since we know perfect information about each coded bit, c;,
J # i, Pr(c;) is either zero or one. Then, in the equation above,
within AY, there is only one vector x{ with nonzero product
[1;.: Pr(c;) = 1. So there is only one such x} in A}. Further-
more, x,? and x} only differ at position i. Therefore, (15) can be
simplified as

Lyr,e(ci) = log (15)

p (y]x?)
p(yx})

(=)
expl =g

(=)
exXp | — 552

Note that y = Hx 4 n. We have

L]\,[,Q(Ci) = IOg

= log (16)

y—Hx?:H[O7 ... ,a:k—a:g,,i, ... ,0] T—I—n:hk (:vk—:vg’i)—l—n.

Similarly, we have y — Hx; = hy(zx — 2} ;) +n, where the
kth symbol in the transmitted symbol vector includes the ith bit,
hy, is the kth column of H, and 372,1‘ and :Liz are the symbols
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that the ¢th bit has values of 0 and 1, respectively. Then, (16)
can be written as
xr y—ZEO n 2
exp <——|hk( - 205'1)+ | )

exp <——|hk(“2ié’i -

)+ I)

It can be observed that the equivalent channel is a SIMO
channel

Lise(c;i) = log (17)

Ye=hprr +n (18)

with only two possible input symbols z? % and x} ki

As to the PIC-MMSE receiver, after the PIC stage it is ob-
vious from (4) that, if we assume perfect a priori information,
the equivalent channel is also simplified to (18).

Next, we will show that the vector-APP detector (17) equals
a scheme of MRC combining followed by a symbol-APP
detector on the MRC output. Then, we will prove that MRC
combining equals MMSE combining, therefore, the vector-APP
demapper is equal to the PIC-MMSE demapper if we assume
perfect a priori information.

For the channel output y; of (18), if we apply MRC com-
bining, it is well known that the MRC weighting factor is just
hf and the MRC output is given by spvrc = h -y, =
|hy|?zy + hi - n, where E[h - n(h - n)f] = |h;|? - 202
Therefore, the extrinsic information for the code bit 7 from the
MRC output can be computed as

Lyrc,e(¢;)

exp (—

2

e L

(Jhy[?202) )

=1 .
o8 |5k,MRC |hy |2z}
exXp| — (hx2207)
h zp—z R((z) —z9 h7.n)"
eXp(— (| Ll | k ki +2(2S(2)A ki )( * ) )))
= log . .
exp (_ (|hk|2|mk7.r1,_i|2+2?;(f(2§k7x;,i)(hg.n)ff)) )

19)

It is easy to see that vector APP demapper output (17) equals the
last step of (19). Therefore, these two detectors are equivalent.

On the other hand, if we apply MMSE combining to y, of
(18), the MMSE vector can be computed as

wp =F [yry)] E [yrzy]

= (hxElze*hf +20°T) " hyElwy |2

Applying the matrix inversion lemma,’> we have

(hxElzk)*hf +20°T) "

1 1 S P\ 1
= —T— —Th [ (E|zs|? hf _—1
202 252k <( | ) + 202 k942
- L] _ 1 hyhi!
202" 202 202 (E|zy|2) " + [hg2

SMatrix inversion lemma: If A =
B — BC(D + C"BC)CHB.

CD!C# + B7!, At =
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Then, we have

1 E|a:k|2|hk|2hk

202202 (Bl 2) ™" + [hy?

1 2
WE = FEL’E” hk

:C'hk

where ¢ = (202(E|zx|?)™! 4 |hgl?)~! is a positive number.
Then the MMSE combiner output is given as s, MMSE = wf .
Y. =cC- |hk|2$k +c- th -n,ie., Sk,MMSE = C" Sk, MRC- Itis
obvious then that LMMSE,e(Ci) = LMRC,e(Ci)~

Therefore, we proved that vector APP demapper is equal to
PIC-MMSE demapper, assuming perfect a priori information.
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