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Optimized Cell Programming for Flash
Memories With Quantizers
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Abstract— Multilevel flash memory contains blocks of cells that
represent data by the amount of charge stored in them. The
cell writing—or programming—process applies specified voltages
in a sequential manner, injecting charge to achieve a desired
level. Reducing a cell level requires a costly block erasure, so
programming only increases cell levels. Parallel programming,
whereby a common voltage is applied to a group of cells to
inject charge simultaneously, simplifies circuitry and increases
programming speed. However, cell-to-cell variations and limited
programming round can adversely affect its precision. In this
paper, we consider algorithms for efficient cell programming.
Since cell levels are quantized to a discrete set of values, our
objective is to minimize the number of cells that are not quantized
to their target levels. For a specified number of programming
rounds, we derive an optimal parallel programming algorithm
with complexity that is polynomial in the number of cells. We
extend the algorithm to account for intercell interference, where
the voltage applied to a cell can affect the level of adjacent
cells. We then consider noisy programming of a single cell, with
and without feedback about the cell level. In both scenarios, we
present an algorithm that, for a given number of programming
rounds, minimizes the probability of an incorrect cell level.

Index Terms— Parallel programming, flash memory program-
ming, intercell interference.

I. INTRODUCTION

FLASH memories are a widely-used technology for non-
volatile data storage. The basic memory units in flash

memories are floating-gate cells, which use charge (i.e., elec-
trons) stored in them to represent data; the amount of charge
stored in a cell determines its level. The hot-electron injection
mechanism or Fowler-Nordheim tunneling mechanism [3] is
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used to increase and decrease a cell level by injecting charge
into it or by removing charge from it, respectively. The
cells in flash memories are organized as blocks, each of
which contains about 106 cells. One of the most prominent
features of programming flash memory cells is its asymmetry
in programming and erasing. That is, increasing a cell level
(injecting charge into a cell) is easy to accomplish by applying
a certain voltage to the cell. However, decreasing a cell level
(removing charge from a cell) is expensive in the sense that
the block containing the cell must first be erased, i.e., all
charge in the cells within the block is totally removed, before
reprogramming them to their target levels. The erase operation,
called a block erasure, is not only time-yconsuming, but also
degrades the performance and reduces the longevity of the
flash memory [3].

In order to minimize the number of block erasures, program-
ming flash memories is accomplished very carefully using
multiple rounds of charge injection to avoid “overshooting” the
desired cell level. Therefore, a flash memory can be modeled
as a Write Asymmetric Memory (WAM), for which capac-
ity analysis and coding strategies are discussed in [2], [6],
and [15].

Parallel programming is a crucial tool to increase the write
speed when programming flash memory cells. Two important
properties of parallel programming are the use of shared pro-
gram voltages and the need to account for variation in charge
injection [17]. Instead of applying distinct program voltages
to different cells, parallel programming applies a common
program voltage to many cells simultaneously. Consequently,
the write speed is increased and the complexity of hardware
realization is substantially reduced. Parallel programming must
also account for the fact that cells have different hardness
with respect to charge injection [13], [16]. When applying the
same program voltage to cells, the amount of charge trapped
in different cells may vary. Those cells that have a large
amount of trapped charge are called easy-to-program cells and
those with little trapped charge are called hard-to-program
cells. Understanding this intrinsic property of cells will allow
the programming of cells according to their hardness of
charge injection. One widely-used programming method is
the Incremental Step Pulse Programming (ISPP) scheme [13],
[16], which allows easy-to-program cells to be programmed
with a lower program voltage and hard-to-program cells to be
programmed with a higher program voltage.

In [7] and [8], optimized programming for a single flash
memory cell was studied. A programming strategy to optimize
the precision with respect to two cost functions was proposed,
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where one of the cost functions is the �p metric and the other
is related to rank modulation [9]. It was assumed that the pro-
gramming noise, which is the difference between the ideal and
actual trapped charge in the cell, follows a uniform distribution
and the level increment is chosen adaptively according to the
current cell level to minimize the cost function.

In [17], algorithms for parallel programming were studied.
The underlying model incorporated shared program voltages
and variations in cell hardness, as well as a cost function based
upon the �p metric. The programming problem was formulated
as a special case of the Subspace/Subset Selection Problem
(SSP) [5] and the Sparse Approximate Solution Problem
(SAS) [14], both of which are NP-hard. Then an algorithm
with polynomial time complexity was proposed to search for
the optimal programming voltages.

We note that flash memories use multiple discrete levels to
represent data in real applications [3]. Hence, if the actual cell
level is within a certain distance from the target level, it will
be quantized to the correct target level even though there is
a gap between them. Read errors can be mitigated by use of
error correction codes. If the error correction capability is e,
then any read error will be totally eliminated as long as the
number of read errors is less than e. This motivates us to
consider another cost function, which is the number of cells
that are not quantized correctly to their target levels.

To formulate this more precisely, let � = (θ1, . . . , θn) be
the vector of target cell levels and let �t = (�1,t , . . . , �n,t )
be a vector of random variables which represent the level of
every cell after t programming rounds. Note that in general the
value of �i,t , for 1 � i � n, depends on the applied voltages,
the hardness of the cell, and the programming noise. We
will evaluate the performance of any programming method by
some cost function C(�, �t ) involving the target cell levels �
and the actual cell levels �t . Then, the programming problem
is to find an algorithm which minimizes the expected value
of C(�, �t ). In [17], the cost function was based upon the �p

metric, i.e., Cp(�, �t ) = (∑n
i=1

∣
∣θi − �i,t

∣
∣p)

1
p . In this paper,

we study a cost function motivated by the quantization of cell
levels, namely

C�(�, �t ) = ∣∣ {i ∈ [n] : ∣∣θi − �i,t
∣
∣ > �i

} ∣∣,
where �i is the quantization distance for the i -th cell. We ana-
lytically solve the corresponding problem of finding an optimal
parallel programming algorithm for the special case where the
hardness of each cell is known and there is no programming
noise. We also derive optimal programming algorithms for a
single cell in the presence of noise, both with and without
the availability of feedback during the programming process.
We focus upon these scenarios because of their amenability to
analysis; the solution to the general cell-programming problem
remains open.

Another factor that limits the precision of flash program-
ming is inter-cell interference (ICI), which can cause the
level of a cell to increase when its neighboring cells are
programmed. The ICI is caused by the parasitic capaci-
tance between neighboring cells, and it is of particular con-
cern in multilevel cell programming [4], [11]. Constrained
codes that mitigate the effect of ICI have been studied in

Fig. 1. The information-theoretic framework of the cell programming model.

[1] and [12]. In this paper, we consider a simple model of
ICI and, by application of dynamic programming in the form
of the Viterbi algorithm, we derive an optimal, linear-time
algorithm for parallel programming with ICI in the absence
of noise.

The rest of the paper is organized as follows. In Section II,
we formulate the parallel programming problem with the
cost function that reflects the quantization of cell levels. In
Section III, we derive a polynomial-time algorithm for opti-
mal parallel programming in the absence of noise, assuming
known, deterministic cell-hardness parameters. In Section IV,
we extend this to a polynomial-time, optimal parallel program-
ming algorithm for the case where ICI is present. In Section V,
we study the problem of programming a single cell in the
presence of noise, but with no feedback on the cell level during
programming. In Section VI, we then consider noisy cell
programming with applied voltages chosen adaptively using
feedback about the current cell level.

II. PRELIMINARIES

Let us define the cell programming problem in a general
information-theoretic framework, such as a cascade channel
described in Fig. 1, where the number of channels is the
number of programming rounds, t . We assume that there
are n cells, denoted by c1, c2, . . . , cn , whose initial levels
(i.e., charge levels) are all 0. Each cell is characterized by
some target level θi � 0 and the target-level vector is � �
(θ1, . . . , θn). Each round of programming is first described by
an encoder Ei , 1 � i � t . The input to the first encoder is
the target-level vector. For the other encoders, the input also
includes feedback on the cell levels after the previous round
of programming. The output of encoder Ei is the vector Vi
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which includes information about the programming voltage
of the i -th round and the set of cells that are programmed
with this voltage. The output of the i -th channel, which is the
outcome of the i -th round of programming, is a function of
Vi and εi as well as �i−1 if i > 1. The vector εi represents the
noise in each cell and any other property of the cell that will
affect its level. For i > 1, the vector �i represents the value of
cells after the i -th round. For round i + 1, the outcome of the
i -th round of programming �i is used to generate a feedback
vector Fi on the cell levels to be used in the next round of
programming. The goal is to minimize a cost function that
measures the difference between the channel output �t after t
rounds of programming and the target level vector �.

Remark 1. In practice, electrons trapped in the oxide layer
can cause transient charge leakage during programming, which
leads to a slight decrease of cell levels. Since the leakage
and other detrimental factors are typically significantly smaller
than the programming noise and inter-cell interference dis-
cussed in Section IV, we simply assume the cell levels can
only increase during programming.

Feedback information on cell levels after a particular write
can be used to adaptively choose the programming voltage of
the next round, thus increasing the precision of programming.
However, obtaining the feedback information is time- and
energy-consuming since reading the cell level is accomplished
by comparing it to a sequence of reference values.

In the remainder of the paper, we denote by [m : n] the
integer set {i ∈ Z : m � i � n}. We will sometimes shorten
[1 : n] to [n] when the meaning is clear from the context. We
will use R+ to denote the set of all non-negative real numbers,
i.e., R+ = {x ∈ R : x � 0}.

When applying a voltage V to a memory cell ci , where
i ∈ [n], we assume that the increase of the level of cell ci is
linear with V , that is, the level of ci will increase by

αV + ε,

where α and ε are random variables that might be different
for each cell ci and each round of programming. Each cell ci

is associated with an α and we call it the hardness of charge
injection for cell ci , and ε is the programming noise. (Note
that the distribution of ε may vary among different cells and
different writes.) We define the parallel programming problem
in detail as follows.

Let � = (θ1, . . . , θn) be the target cell levels and
α = (α1, . . . , αn) be the hardness of charge injection and let
V = (V1, V2, . . . , Vt )

T ∈ R
t+ be the vector of voltages applied

on the t rounds of programming. Define the indicator matrix

B =

⎡

⎢
⎢
⎢
⎣

b1,1 b2,1 · · · bn,1
b1,2 b2,2 · · · bn,2
...

...
. . .

...
b1,t b2,t · · · bn,t

⎤

⎥
⎥
⎥
⎦

∈ {0, 1}t×n

where, for i ∈ [n] and j ∈ [t], the entry bi, j ∈ {0, 1} indicates
whether the cell ci is programmed on the j -th round; i.e.,
bi, j = 1 if voltage Vj is applied to cell ci , and bi, j = 0,
otherwise. Denote the programming noise of the i -th cell on

the j -th programming round by εi, j , for i ∈ [n] and j ∈ [t].
For i ∈ [n], let �i,t be the random variable representing the
level of cell ci after t rounds of programming; that is,

�i,t =
t∑

j=1

(
αi V j + εi, j

)
bi, j .

We define �t = (�1,t , . . . , �n,t ) to be the cell-state vector after
t rounds of programming.

We evaluate the performance of the programming by refer-
ence to a cost function C(�, �t ). The programming problem is
to minimize the expected value of C(�, �t ) over V and B. That
is, given �, α and {εi, j }n×t , we seek to solve the optimization
problem

minimize E[C(�, �t )], (P1)

over V ∈ R
t+ and B ∈ {0, 1}t×n , where, for a random variable

X , E [X] denotes its expected value.
In [17], the �p metric is considered as the cost function, i.e.

Cp(�, �t ) =
(

n∑

i=1

∣∣θi − �i,t
∣∣p
) 1

p

,

and the optimal solution for (P1) was derived for known α

in the absence of noise. However, in real applications, flash
memories use multiple discrete levels to represent data and if
the cell level �i,t is within a certain distance from the target
level θi , it will be quantized to the correct target level even
though there is a gap between �i,t and θi . This motivates us to
consider as the cost function the number of cells that are not
correctly quantized to their target levels. To be more precise,
letting � = (�1, . . . ,�n), we define

C�(�, �t ) = ∣∣ {i ∈ [n] : ∣∣θi − �i,t
∣
∣ > �i

} ∣∣

to be the cost function, where �i is the quantization distance
for ci . Therefore, the cell programming problem is to solve

minimize E
[∣∣ {i ∈ [n] : ∣∣θi − �i,t

∣
∣ > �i

} ∣∣] , (P2)

with V ∈ R
t+ and B ∈ {0, 1}t×n.

Remark 2. Problem (P2) is the most general form of the
cell programming problem and, therefore, difficult to solve
analytically. In the following sections of the paper, we consider
four special cases, of both theoretical and practical interest, for
which analytical solutions can be found.

Remark 3. Another concern in programming is the writing
speed, which strongly depends on the number of program-
ming rounds. Therefore, an alternative criterion for evaluating
the performance of a programming method is the minimum
number of programming rounds needed to achieve a specified
level of programming accuracy, as described by the expected
cost. That is, given the values of �, α and {εi, j }n×t , we seek
to determine

min
V∈R

t+,B∈{0,1}t×n
t, subject to E[C�(�, �t )] � γ, (P2′)

where γ is the maximum allowable expected cost.
If t can be bounded above by a finite number tmax, Prob-

lem (P2′) can be translated to Problem (P2) through a binary
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search for t between 0 and tmax. If there exists an algorithm
with time complexity O( f (n)) for Problem (P2), then there
exists an algorithm with time complexity O(log(tmax) f (n))
for (P2′). As tmax is usually a small number between 6 and 10
in practice [16], [17], we focus on solving Problem (P2)
throughout this paper.

Remark 4. In practice, quantization is performed by com-
paring to predetermined voltage levels. The number of such
reference levels may therefore affect the read latency, as well
as the chip area in a circuit implementation. The trade-off
between storage capacity – a function of the number of levels –
and quantization speed is determined by the cell quantization
distances, {�i }. In the case of a uniform quantizer with
quantization distance �, if the maximum cell level is θmax,
then the number of levels equals � θmax

2� � + 1.

III. NOISELESS PARALLEL PROGRAMMING

In this section, we assume that the cell hardness parameters
(α1, . . . , αn) are known and deterministic, and there is no
programming noise, i.e., εi, j = 0,∀i ∈ [n], j ∈ [t]. In this sce-
nario, �i,t is deterministic so that we can omit the expectation
in (P2) and �i,t = αi

∑t
j=1 Vj bi, j . Let n, t,� = {�1, . . . ,�n}

and � = {θ1, . . . , θn} denote the block length, the number of
programming rounds, the set of quantization distances, and the
set of target levels, respectively. Our goal is to find a solution
to (P2).

Lemma 1. The solution to Problem (P2) is equivalent to the
solution of the following:

maximize f (V , B), (P3)

with V = (V1, . . . , Vt )
T ∈ R

t+, bi = (bi,1, . . . , bi,t )
T ∈

{0, 1}t and B = (b1, . . . , bn), where ui = θi−�i
αi

, vi = θi+�i
αi

,

i ∈ [n] and f (V , B) =
∣
∣∣
{
i ∈ [n] : ui � bT

i · V � vi
} ∣∣∣.

Proof: The following chain of equations is easily estab-
lished:

min
V ,B

∣
∣ {i ∈ [n] : ∣∣θi − �i,t

∣
∣ > �i

} ∣∣

= n − max
V ,B

∣
∣ {i ∈ [n] : ∣∣θi − �i,t

∣
∣ � �i

} ∣∣

= n − max
V ,B

∣
∣
∣
{

i ∈ [n] : ∣∣ θi

αi
− �i,t

αi

∣
∣ � �i

αi

} ∣
∣
∣

= n − max
V ,B

∣
∣
∣
{

i ∈ [n] : ∣∣ θi

αi
− bT

i · V
∣
∣ � �i

αi

} ∣
∣
∣

= n − max
V ,B

∣
∣
∣
{

i ∈ [n] : θi

αi
− �i

αi
� bT

i · V � θi

αi
+ �i

αi

} ∣
∣
∣

= n − max
V ,B

∣
∣
∣
{

i ∈ [n] : ui � bT
i · V � vi

} ∣∣
∣,

where V ∈ R
t+, B ∈ {0, 1}t×n, ui = θi−�i

αi
and vi = θi+�i

αi
.

This establishes the lemma. �
The quantities ui and vi defined in the statement of

Lemma 1 represent the boundaries of the correct quantization
interval for cell ci , ∀i ∈ [n]. We call them the upper threshold

point and the lower threshold point for cell ci and we call the
interval [ui , vi ] the quantization interval for cell ci . Any pair
(V , B) that achieves the maximum for (P3) is called an optimal
solution pair, and V is called optimal or an optimal solution
if there exists B such that (V , B) is an optimal solution
pair.

Definition 1. Suppose ui and vi , i ∈ [n], are defined as in
Lemma 1. Let Tu be the set of upper threshold points and Tv

be the set of lower threshold points, i.e., Tu =⋃i∈[n]{ui } and
Tv =⋃i∈[n]{vi }. Let T = Tu ∪ Tv be the set of all upper and
lower threshold points.

Example 1. Suppose the target levels are � = (10, 13, 8,
5, 10), the quantization distances are � = (2, 2, 2, 3, 1), and
the cell hardness parameters are α = (0.5, 0.5, 1, 1, 0.5).
According to Lemma 1, (u1, . . . , u5) = (16, 22, 6, 2, 18)
and (v1, . . . , v5) = (24, 30, 10, 8, 22). Then T =
{2, 6, 8, 10, 16, 18, 22, 24, 30}.
Remark 5. We assume that |T | > t since otherwise we can
easily achieve C�(�, �t ) = 0 by using the set of threshold
points, T , as the set of programming voltages {V1, . . . , Vt }.
Definition 2. Suppose V = (V1, . . . , Vt )

T ∈ R
t+. We define

SV to be

SV =
⋃

b∈{0,1}t

{bT · V }.

and call it the attainable set of V . That is, SV is the set of
voltage values that can be achieved by applying V .

Remark 6. Note that, for any i ∈ [n], if there exists z ∈ SV
such that ui � z � vi , then there exists b ∈ {0, 1}t such that
ui � bT · V � vi , and thus the level of ci can be quantized to
the correct target level.

For a fixed V , maximizing the function f (V , B) over
B is easy to accomplish by checking whether there exists,
for each i , an attainable voltage level z ∈ SV such that
ui � z � vi . If one could enumerate all possible vectors
V , one could use this approach to exhaustively search for
an optimal solution. However, since V can be, in principle,
any vector in R

t+, there is an uncountably infinite number of
possible choices of V to consider. Nevertheless, Lemma 2
states that we can limit the number of vectors V under
consideration to be polynomial in n, and still guarantee that
an optimal solution will be found.

Lemma 2. There exists a matrix A ∈ {0, 1}t×t , invertible over
R, such that

A · V = p,

where p ∈ T t and V is an optimal solution for (P3).

Proof: See Appendix A. �
Remark 7. In Lemma 2 and Algorithm 1 below, the binary
matrix A has to be invertible over R, not necessarily over
G F(2). Therefore, enumerating only the binary matrices in-
vertible over G F(2) may not be sufficient to find an optimal
solution.
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Algorithm 1 Parallel Programming

Function ( f ∗, V ∗, B∗) =ParallelProgramming
(
t, un

1, vn
1

)
.

Input:
t, (u1, . . . , un), and (v1, . . . , vn).

Output:
f ∗: maximum value of Problem (P3);
(V ∗, B∗): the optimal solution pair.

1. Let f ∗ = 0;
2. Let V = V ∗ = (0, . . . , 0) ∈ R

t+,
3. Let B = (b1, . . . , bn) ∈ {0, 1}t×n , bi = 0,∀i ∈ [n];
4. Let B∗ ∈ {0, 1}t×n , b∗

i, j = 0,∀i ∈ [t], j ∈ [n];
5. For i = 1, 2, . . . , N {
6. For j = 1, 2, . . . , Q {
7. If Ã j is invertible and Ã−1

j · pi ∈ R
t+{

8. Let V = Ã−1
j · pi ;

9. Let f = 0;
10. For k = 1, 2, . . . , n {
11. If ∃z ∈ SV , such that uk � z � vk {
12. Find b ∈ {0, 1}t , such that bT · V = z;
13. Let bk = b;
14. f = f + 1;
15. }
16. }
17. If f > f ∗
18. f ∗ = f , V∗ = V , B∗ = B;
19. }}}

Output the optimal solution pair (V ∗, B∗) with maximized
f (V∗, B∗) = f ∗.

Next we give an algorithm to search for an optimal solution
to (P3), which, as we have shown, is also an optimal solution
to (P2). First, let {p1, . . . , pM} be an arbitrary ordering of
the points in T , where M = |T | is the number of different
threshold-point values and pi can be the value of either an
upper or a lower threshold point, for i ∈ [M]. Since p is
of length t , there are N = Mt choices of p (the entries can
be repeated). Let { p1, . . . , pN } be an arbitrary ordering of the
choices. Now, let Ã ∈ {0, 1}t×t be a binary matrix with distinct
rows; the number of such matrices is Q = ∏t−1

k=0(2
t − k).

Let {Ã1, . . . , ÃQ} be an arbitrary ordering of these matrices.
Algorithm 1 will iterate over all choices of p and those
matrices Ã that are invertible.

Example 2. Suppose α,�,�, ui and vi , 1 � i � 5, are given
as in Example 1. Suppose the number of programming rounds
is t = 2. If pi = (30, 8)T ∈ T 2 and

Ã j =
[

1 1
1 0

]

as we iterate through Line 5 to Line 19, then

V = (V1, V2)
T = Ã−1

j · pi = (8, 22)T ,

and

SV = {0, 8, 22, 30}.

By choosing the indicator matrix as

B =
[

b1,1 b2,1 b3,1 b4,1 b5,1
b1,2 b2,2 b3,2 b4,2 b5,2

]
=
[

0 1 1 1 0
1 1 0 0 1

]
,

the final cell levels are �2 = (11, 15, 8, 8, 11), where

�i,2 = αi

2∑

j=1

Vj bi, j = αi
(
V1bi,1 + V2bi,2

)
,∀1 � i � 5.

It can be easily checked that

θi − �i � �i,2 � θi + �i ,∀1 � i � 5,

implying all cells are correctly quantized and V = (8, 22)T is
an optimal solution.

Theorem 1. Algorithm 1 finds an optimal solution pair
(V ∗, B∗) and computes the optimal value f (V ∗, B∗) for
Problem (P3). The time complexity of the algorithm
is O(nt+1).

Proof: According to Lemma 2, there exists an optimal
solution (V , B), an invertible matrix A ∈ {0, 1}t×t , and a
threshold-point vector p ∈ T t , such that

A · V = p.

In Algorithm 1, all possible A’s and p’s, have been exhaus-
tively considered and there is at least one optimal V among
all the V ’s derived from A’s and p’s. The algorithm outputs
the best V among them. This proves that this algorithm will
find an optimal solution to (P3).

The number of iterations of the algorithm is of order
N Qt3n2t , where N = Mt � (2n)t and Q = ∏t−1

k=0(2
t − k).

Therefore, the complexity is O(nt+1). �
Remark 8. The efficiency of the algorithm could be improved
if, rather than iterating over the Q = ∏t−1

k=0(2
t − k) binary

matrices with distinct rows, we instead iterated only over the
set of binary matrices that are invertible over R.

IV. NOISELESS PARALLEL PROGRAMMING WITH

INTER-CELL INTERFERENCE

In this section, we consider the scenario where cell density
has increased to the point that inter-cell interference (ICI)
exists. The phenomenon of ICI in flash memories was studied
in [4] and [11] and constrained codes that mitigate the effect
of ICI were presented in [1] and [12]. In this section, we
extend the results of Sections II and III, formulating the
cell programming problem with ICI as an optimization prob-
lem and providing an efficient polynomial time algorithm to
solve it.

Suppose the cell layout is a one-dimensional array. When
a cell is programmed by applying a voltage to it, the levels
of the left and right neighboring cells will also increase.
Those cells that cause the ICI are called interfering cells and
those cells whose levels are increased unexpectedly because
of ICI are called victim cells. Since a large programming
voltage will result in a more severe ICI, we make the further
assumption that the ICI of the victim cell is proportional to the
voltage applied to the interfering cell. We define a sequence
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of parameters βi,i+1 ∈ R+ and βi+1,i ∈ R+, i ∈ [n − 1] to
describe the effect of ICI from ci to ci+1 and from ci+1 to ci ,
respectively.

To be more precise, suppose the flash memory cells are c =
(c1, . . . , cn) with injection hardness parameters (α1, . . . , αn).
There are t rounds of charge injection, corresponding to a set
of applied voltages (V1, . . . , Vt ). There is no programming
noise, i.e., εi, j = 0,∀i ∈ [n], j ∈ [t]. If the voltage applied to
the cell ci in round j is Vj , then

• the cell level of ci is increased by αi bi, j V j ,
for all i ∈ [n]

• the cell level of ci+1 is increased by αi+1bi+1, j βi,i+1Vj ,
for all i ∈ [n − 1]

• the cell level of ci−1 is increased by αi−1bi−1, j βi,i−1Vj ,
for all i ∈ [2 : n].

We represent the indicator matrix as B = (b1, . . . , bn) ∈
{0, 1}t×n, where the vector b j , for j ∈ [n], denotes the
j -th column of B. For convenience, we also define β0,1 =
βn+1,n = 0, reflecting the fact that the leftmost cell c1 and
rightmost cn have only one neighboring cell each. Similarly,
we define b0 = (b0,1, . . . , b0,t )

T = 0, bn+1 = (bn+1,1, . . . ,
bn+1,t )

T = 0.
Now, let β denote the vector (β0,1, β1,2, β2,3, . . . , βn,n+1,

β2,1, . . . , βn,n−1, βn+1,n). Assuming there is no programming
noise, the final cell level of ci , i ∈ [n] after t rounds of
programming can be written as

�i,t =
t∑

j=1

αi (bi, j + βi+1,i bi+1, j + βi−1,i bi−1, j )Vj .

The cell programming problem is the same as Problem (P2),
which is to solve

minimize E
[∣∣ {i ∈ [n] : ∣∣θi − �i,t

∣
∣ > �i

} ∣∣] ,

with V ∈ R
t+ and B ∈ {0, 1}t×n.

Lemma 3. The solution to Problem (P2) is equivalent to the
solution of the following:

maximize f̂ (V , B), (P3′)

with V = (V1, . . . , Vt )
T ∈ R

t+, bi = (bi,1, . . . , bi,t )
T ∈

{0, 1}t and B = (b1, . . . , bn), where ui = θi−�i
αi

, vi = θi+�i
αi

,
i ∈ [n] and

f̂ (V , B)

= ∣∣{i ∈ [n] : ui � (bT
i + βi+1,i bT

i+1 + βi−1,i bT
i−1) · V � vi

}∣∣.

Proof: The following chain of equations is easily
established.

min
V ,B

∣
∣
∣{i : |θi − �i,t | > �i , i ∈ [n]}

∣
∣
∣

= n − max
V ,B

∣
∣
∣{i : |θi − �i,t | � �i , i ∈ [n]}

∣
∣
∣

= n − max
V ,B

∣
∣∣
{

i ∈ [n] : ∣∣ θi

αi
− �i,t

αi

∣
∣ � �i

αi

}∣∣∣

= n − max
V ,B

∣
∣∣
{

i ∈ [n] :
∣
∣ θi

αi
− (bT

i + βi+1,i bT
i+1 + βi−1,i bT

i−1) · V
∣
∣ � �i

αi

}∣∣
∣

= n − max
V ,B

∣
∣∣
{

i ∈ [n] :
θi−�i

αi
� (bT

i +βi+1,i bT
i+1 + βi−1,i bT

i−1) · V � θi+�i

αi

}∣∣
∣

= n − max
V ,B

∣
∣
∣
{

i ∈ [n] :

ui � (bT
i + βi+1,i bT

i+1 + βi−1,i bT
i−1) · V � vi

}∣∣
∣,

where V ∈ R
t+, B ∈ {0, 1}t×n, ui = θi−�i

αi
and

vi = θi +�i
αi

. �
As was the case for Problem (P3) in Section III, the

optimization in Problem (P3′) is over the applied voltage
vector V and the binary indicator matrix B. In Section III,
however, there was no ICI and the cells could be treated
independently. Consequently, for a fixed voltage vector V ,
we could maximize f (V , B) over B simply by checking for
each i ∈ [n] individually whether there exists an attainable
value z ∈ SV such that ui � z � vi . The time complexity of
this procedure is O(n).

Unfortunately, this procedure is not applicable in the pres-
ence of ICI because the level of a given cell depends on the
voltage increments applied to neighboring cells. Therefore, to
solve Problem (P3′), we first develop an efficient algorithm
with time complexity O(n) to maximize f̂ (V , B) over B for a
fixed V . We then prove a generalization of Lemma 2 that limits
the number of candidate voltage vectors V to be polynomial
in n, and, finally, present an efficient algorithm to search for
the optimal solution pair (V , B).

We call si = (bi−1, bi ) ∈ {0, 1}t×2 the state of cell ci ,
∀i ∈ [n+1]. Note that the last column of sn+1 is all zeros. Let
s0 ∈ {0, 1}t×2 be the all-zero matrix. For example, if t = 1,
then there are 4 states, corresponding to all binary vectors
of length 2, i.e., (0, 0), (0, 1), (1, 0), (1, 1). We can relate
Problem (P3′) to an optimization problem over a trellis T,
which we define as follows [10].

Definition 3. A trellis T of depth n is a triplet (S, E, L),
where S = S0 ∪ S1 ∪ S2 ∪ · · · ∪ Sn denotes the set of states;
E = E1 ∪ E2 ∪ · · · ∪ En denotes the set of edges, where each
edge e ∈ Ei has initial state σ(e) ∈ Si−1 and terminal state
τ (e) ∈ Si ; and L : E → �1 denotes a label function that
assigns to each edge a value in the set �1.

For our cell programming problem, we construct a trellis as
follows.

Construction 1 Suppose the number of cells is n and the
number of programming rounds is t . We define a trellis T
of depth n + 1, where S0 = {0} and Si is the set of states
of cell ci , for all i ∈ [n + 1]. There exists as edge e ∈ Ei

from state si ∈ Si to state si+1 ∈ Si+1 if and only if the last
column of si is the same as the first column of si+1. In that
case, σ(e) = si and τ (e) = si+1.

We will make use of two label functions. The terminal
state label function is L : E → {0, 1}t , where for all e ∈ E,
L(e) equals the last column of τ (e). The branch metric label
functions are Lb

i : Ei → {0, 1},∀i ∈ [2 : n + 1], where
Lb

i (e) = 1 if and only if e ∈ Ei and the cell ci−1 can be
quantized correctly by the voltage vector V and the submatrix
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Fig. 2. Illustration of a terminal state label function of a trellis.

Fig. 3. Path with maximum metric in a trellis with t = 1.

Fig. 4. Another path with maximum metric in a trellis with t = 1.

(σ (ei ), L(ei )) = (bi−2, bi−1, bi ) of the indicator matrix, i.e.,

ui−1 � (bT
i−1 + βi,i−1 bT

i + βi−2,i−1 bT
i−2) · V � vi−1.

Since the construction of the trellis T depends upon
t, V ,β, un

1 and vn
1 , we denote the trellis by T(t, V ,β, un

1, vn
1 ).

A path e = (e1, e2, . . . , en) in T is a sequence of edges,
where σ(e1) ∈ S0, σ (ei+1) = τ (ei ),∀i ∈ [1 : n − 1]. The
associated path metric is defined as m(e) = ∑n

i=1 Lb
i (ei ).

A path e also defines an indicator matrix B(e), which is
obtained by reading off and concatenating the column vectors
corresponding to the terminal state labels of its edges. The
path metric m(e) can be interpreted as the number of cells
being quantized correctly when the voltage tuple is V and the
indicator matrix is B(e), i.e., m(e) = f̂ (V , B(e)). Therefore,
for a fixed V , solving Problem (P3′) is equivalent to finding
a path e from S0 to Sn that maximizes m(e), and thus finding
the indicator matrix B(e).

Example 3. Fig. 2 shows an example of a trellis T with
terminal state label function for n = 5 cells and t = 1.
The number of states for each cell is 22t = 4. The num-
ber of paths emanating from each state is 2t = 2. For
the highlighted path e, the corresponding indicator matrix
B(e) = (1, 0, 0, 1, 1).

Next we state the principle of optimality underlying the
technique of dynamic programming and, in particular, the
well-known Viterbi algorithm.

Algorithm 2 Viterbi Algorithm

Function (mi (s), qi (s)) = Viterbi
(
T(t, V ,β, un

1, vn
1 )
)
.

Input:
Trellis T(t, V ,β, un

1, vn
1 ) in Construction 1.

Output:
mi (s),∀i ∈ [n], s ∈ S: the maximum path metric from s0

to s ∈ Si ;
qi (s) ∈ Si ,∀i ∈ [n], s ∈ S: the state sequence correspond-

ing to the path from s0 to s with maximum metric.
The algorithm has 4 steps.

1) Initialize.
Let m0(s) = 0,∀s ∈ S. Let q0(s0) = s0.

2) Add.
For each state s ∈ Si , and edge e ∈ Ei such that τ (e) =
s, let

m̃i (e) = mi−1(σ (e)) + Lb
i (e)

3) Compare.
For each state s ∈ Si , determine edge e∗ with τ (e∗) = s,
such that m̃i (e∗) � m̃i (e),∀e such that τ (e) = s.

4) Select.
Let mi (s) = mi−1(σ (e∗)) + Lb

i (e
∗) and qi (s) =

(qi−1(σ (e∗)), s).

Theorem 2. [Principal of Optimality] Let e = (e1, e2, . . . ,
ei−1, ei ) be a path from state s0 ∈ S0 to state si ∈ Si

with maximum path metric m(e). Let si−1 ∈ Si−1 be the
terminal state of ei−1, i.e., si−1 = τ (ei−1). Then, the path
ẽ = (e1, . . . , ei−1) from state s0 to si−1 has the maximum
path metric over all paths from s0 to si−1.

In Algorithm 2, we present the Viterbi algorithm as ap-
plied to the search for the maximum path metric from S0
to Sn .

Example 4. Let α,�,�, ui and vi , 1 � i � 5, be specified as
in Example 1. Suppose t = 1, V1 = 20, βi+1,i = βi,i+1 = 0.2,
∀i ∈ [n−1]. Figs. 3 and 4 show the trellis structure along with
the value of the branch metric label function on each edge.
Recall that u = (16, 22, 6, 2, 18) and v = (24, 30, 10, 8, 22).
The values mi (s), s ∈ Si are also shown. The highlighted
paths have the maximum path metric from s0 to any state
s6 ∈ S6, namely m6(10) = 4, where the indicator matrices are
(1, 1, 1, 0, 1) and (1, 1, 0, 0, 1), respectively.

Theorem 3. Algorithm 2 finds the path with the maximum
path metric with time complexity O(n).

Proof: The correctness follows from Theorem 2 and the
linear complexity follows from the properties of the Viterbi
Algorithm. �

So far we have constructed an algorithm with linear com-
plexity to determine B that maximizes f̂ (V , B) for a fixed V .
It is left to determine V that maximizes f̂ (V , B).

As in Section III, we define a threshold-point vector
p = (pk1 , . . . , pkt ) ∈ T t , where T is given as in Definition 1,
such that pk j is a threshold point for the k j -th cell, for
j ∈ [t] and k j ∈ [n]. For a fixed p, we define a finite set of
matrices A( p) of size t × t , such that ai, j ∈ {0, 1, βki +1,ki ,
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Algorithm 3 Parallel Programming With ICI

Function ( f ∗,V ∗,B∗)= ParallelProgrammingICI
(
t, un

1, vn
1 ,β

)
.

Input:
t, (u1, . . . , un), (v1, . . . , vn) and β;

Output:
f ∗: maximum value of Problem (P3′);
(V ∗, B∗): optimal solution pair.

1. Let f ∗ = 0;
2. Let V = V ∗ = (0, . . . , 0) ∈ R

t+;
4. Let B∗ ∈ {0, 1}t×n , b∗

i, j = 0,∀i ∈ [t], j ∈ [n];
5. For i = 1, 2, . . . , N {
6. For j = 1, 2, . . . , Q( pi ) {
7. If Ã j ( pi ) is invertible and Ã j ( pi )

−1 · pi ∈ R
t+{

8. Let V = Ã j ( pi )
−1 · pi ;

8. Construct the trellis T(t, V,β, un
1, vn

1 ) according
to Construction 1;
9. Let (mk(s), qk(s)) = Viterbi

(
T(t, V,β, un

1, v
n
1 )
)
,

for k ∈ [n], s ∈ S;
10. Let s∗ = arg maxs∈Sn mn(s) and f = mn(s∗);
11. If f > f ∗ {
12. f ∗ = f , V ∗ = V ;
13. Let the path e=(s0, q1(s∗), q2(s∗), . . . , qn(s∗));
14. Let B∗ = B(e);}
15. }}}

Output the optimal solution pair (V ∗, B∗) with maximized
f̂ (V∗, B∗) = f ∗.

1 + βki +1,ki , βki −1,ki , 1 + βki −1,ki , βki +1,ki + βki −1,ki ,
1+βki +1,ki +βki −1,ki }. To determine the optimal V , we make
use of the following modified version of Lemma 2.

Lemma 4. There exists a threshold-point vector p and an
invertible matrix A( p) in the corresponding finite set of
matrices such that

A( p) · V = p,

where V ∈ R
t+ is an optimal solution.

Proof: See Appendix A. �
Remark 9. Note that, in contrast to Lemma 2, when ICI is
present the matrices that we consider for a given threshold
vector p are defined in terms of p.

Finally, we give an algorithm to search for an optimal
solution to Problem (P3′), which is also an optimal solution
to Problem (P2) when ICI exists. Let {p1, . . . , pM } be an
arbitrary ordering of the points in T , where M = |T | is
the number of different threshold point values. Since p is of
length t , there are N = Mt choices of p (the entries can
be repeated). Let { p1, . . . , pN } be an arbitrary ordering of
the choices. For a fixed pi , i ∈ [M], a sequence of matrices
Ã( pi )

t×t is formed such that no two rows are the same.
Thus, the number of different Ã( pi )’s is Q( pi ) =∏t−1

k=0(8
t −

k). Let {Ã1( pi ), . . . , ÃQ( pi )( pi )} be an arbitrary ordering of
all possible Ã( pi )’s. Algorithm 3 will iterate over all choices
of pi and those Ã( pi )’s that are invertible.

The proof of the following theorem is similar to that of
Theorem 1, so we omit the details.

Theorem 4. Algorithm 3 finds the optimal solution pair
(V ∗, B∗) and computes the optimal value f̂ (V∗, B∗) for Prob-
lem (P3′). The time complexity of the algorithm is O(nt+1).

V. SINGLE CELL NOISY PROGRAMMING

WITHOUT FEEDBACK

In this section, programming noise is assumed to exist.
To carry out our analysis, we must restrict to the case of
programming a single cell, with injection hardness α. The
number of programming rounds is again denoted by t , and the
programming noise vector ε1, . . . , εt consists of independently
distributed Gaussian random variables with zero means and
variances σ 2

j , j ∈ [t], respectively.

Remark 10. Note that according to this model, after every
programming round the level of each cell could decrease
because ε j could be negative. We choose to study this model
while assuming that the variance σ j , j ∈ [t] is much smaller
than αVj , i.e., P

(
αVj + ε j < 0

)
is very small. Thus, the

probability of decreasing the cell levels is negligible. This
model is a reasonable approximation to a physical cell and
it can be studied analytically, as will be seen in this section.

Another reasonable assumption we make is that σ j = σ Vj ,
j ∈ [t], where σ is a fixed number; that is, the standard
deviation of the programming noise is proportional to the
programming voltage. This makes sense since larger voltage
applied to the cell results in larger power of the programming
noise [7]. We further assume that during programming, no
feedback information is available, meaning that the actual
amount of charge trapped in the cell after each round of
programming is not known. The goal is to maximize the
probability that after t rounds of programming the final level
is in [θ − �, θ + �], i.e.,

maximize P
(
θ − � �

t∑

j=1

(αVj + ε j ) � θ + �
)
, (P4)

with V ∈ R
t+.

Lemma 5. The cell programming problem (P4) is
equivalent to

maximize g(V ), (P5)

with V ∈ R
t+, where

g(V ) = 1√
2π

∫ c(V )+δ(V )

c(V )−δ(V )
e−u2/2du,

c(V ) = θ−α
∑t

j=1 Vj

σ
√∑t

j=1 V 2
j

, and δ(V ) = �

σ
√∑t

j=1 V 2
j

.

Proof: We rewrite the probability in (P4) as

P
(

− � + θ �
t∑

j=1

(αVj + ε j ) � � + θ
)

= P
(−� + θ − α

∑t
j=1 Vj

√∑t
j=1(σ

2
j )

� X �
� + θ − α

∑t
j=1 Vj

√∑t
j=1(σ

2
j )

)
,
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Fig. 5. Probability of correct quantization as a function of the number of
programming rounds.

where X =
∑t

j=1(αVj+ε j )−α
∑t

j=1 Vj√∑t
j=1 σ 2

j

∼ N (0, 1). Under the

assumption that σ j = σ Vj , we have

P
(−� + θ − α

∑
Vj

σ
√∑

V 2
j

� X � � + θ − α
∑

Vj

σ
√∑

V 2
j

)

= 1√
2π

∫
�+θ−α

∑
V j

σ

√
∑

V 2
j

−�+θ−α
∑

V j

σ

√
∑

V 2
j

e−u2/2du,

= g(V ).

�
Let p(y) = 1√

2π
e−y2/2 be the N (0, 1) Gaussian probability

density function. Then g(V ) can be interpreted as the area
between the curves p(y) and y = 0 on the interval determined

by V , where the interval is centered at
θ−α

∑t
j=1 Vj

σ
√∑t

j=1 V 2
j

, with radius

�

σ 2
√∑t

j=1 V 2
j

.

Remark 11. In the remainder of the paper, we will on oc-
casion simplify notation by writing summations of the form∑t

j=1(·) as
∑

(·), provided that the meaning is clear from the
context.

Lemma 6. If V∗ is the optimal solution to (P5), then ∀ j ∈
[t], V ∗

j = x , for some constant x ∈ R+.

Proof: See Appendix B. �
Theorem 5. The optimal solution V ∗ to (P5) satisfies the
following: V ∗

j = x∗,∀ j ∈ [t], where x∗ is the positive root of
the equation

(
2 ln

b

a

)
x2 + 2(b − a)cx + (a2 − b2) = 0,

and a = −�+θ
σ
√

t
, b = �+θ

σ
√

t
, c = α

√
t

σ .

Proof: According to Lemmas 5 and 6, the optimal solution
to (P5) is achieved by a sequence of programming voltages
V ∗ = (V1, . . . , Vt ), where Vj = x,∀ j ∈ [t], for some x ∈ R+.
Referring to the definition of g(V ), we must therefore find

Fig. 6. Minimum number of rounds required to ensure 90% probability of
correct programming.

Fig. 7. Minimum number of rounds to ensure 80% probability of correct
programming.

x ∈ R+ that maximizes

h(x) =
∫ b−cx

x

a−cx
x

e− u2
2 du

where a = −�+θ
σ
√

t
, b = �+θ

σ
√

t
, and c = α

√
t

σ . Note that
h(x) � 0,∀x � 0. Moreover, h(0) = 0 and h(x) → 0 as
x → 0. To determine a value of x that maximizes h(x), we
examine the points where h′(x), the first derivative of h(x),
vanishes. A simple calculation shows that

h′(x) = e
− 1

2

(
b−cx

x

)2

· −cx − (b − cx)

x2

−e− 1
2 (

a−cx
x )

2 · −cx − (a − cx)

x2 .

The condition h′(x) = 0 translates to
(

2 ln
b

a

)
x2 + 2(b − a)cx + (a2 − b2) = 0.

Since
(
2 ln b

a

)
(a2 − b2) < 0, this equation has two real

solutions, one of which is positive. We denote this solution
by x∗. Noting that h(x) is clearly positive for some x ∈ R+,
we conclude that the maximum value of h(x) must be achieved
when x = x∗. This completes the proof. �
Example 5. Using Theorem 5, a simple calculation shows
that the probability of the cell being quantized correctly is
a function of three parameters: the number of programming
rounds t , the ratio between θ and �, and the ratio between
α and σ .
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Fig. 5 shows the probability of correct programming as a
function of the number of programming rounds t for different
σ ’s, where α = 1, θ = 1, and � = 0.2. Figs. 6 and 7
show the minimum number of programming rounds t , for
different θ/� and α/σ , such that the probability of correct
quantization is above 90% and 80%, respectively.

VI. SINGLE CELL NOISY PROGRAMMING

WITH FEEDBACK

In this section, we assume that after every round of pro-
gramming, we can evaluate the amount of charge that has
already been trapped in the cells.1 That is, we can measure the
value

∑k
j=1(αVj + ε j ) after the k-th round of programming,

∀k ∈ [t]. Therefore, we can adaptively choose the applied volt-
ages according to the current cell level. Similarly, we assume
the injection hardness α of the cell is known and fixed, and the
programming noise values ε1, . . . , εt are independent random
variables with probability density functions p j (x),∀ j ∈ [t].

Our goal is to maximize the probability that after t rounds
of programming the final level is in [θ − �, θ + �], i.e.,

maximize P
(
θ − � �

t∑

j=1

(αVj + ε j ) � θ + �
)
, (P6)

with V ∈ R
t+.

Definition 4. Let P(V t
1, θ,�, t) be the probability that the

final cell level after t rounds of programming is in [θ − �,
θ + �] when the voltages applied are V t

1, where
V j

i = (Vi , Vi+1, . . . , Vj ). Let P(θ,�, t) be the maximum
probability over all choices of V t

1, i.e.,

P(θ,�, t) = max
V t

1∈R
t+

P(V t
1, θ,�, t),

where

P(V t
1, θ,�, t) = P

⎛

⎝θ − � �
t∑

j=1

(αVj + ε j ) � θ + �

⎞

⎠.

Suppose the target level and quantization distance are
θ and �, respectively. Let P(θ,�, t) be as in Definition 4.
Then we have

P(θ,�, 1) = max
V1∈R+

∫ θ+�

θ−�
p1(x − αV1)dx .

Suppose V1 is the voltage applied on the first programming
round. Then

P(V t
1, θ,�, t) =

∫

R+
p1(x − αV1)P(θ − x,�, t − 1)dx .

Since feedback information is available, the recursion

P(θ,�, t) = max
V1∈R+

∫

R+
p1(x − αV1)P(θ − x,�, t − 1)dx

1Measuring the exact amount of charge injected is time-consuming for real
applications, thus it is common to compare the cell level to certain threshold
values and to obtain a range for the cell level. In this work, we follow the
assumption that the actual cell level is available, as in [7].

holds for t � 2. It follows that the problem of finding
P(θ,�, t) can be reduced to the problem of finding P(θ − x ,
�, t − 1).

We can compute P(θ,�, t) numerically using the recursion
once we know the distribution of the noise p j (x), j ∈ [t].
However, analytical results are difficult to derive since the
noise distribution p j (x), j ∈ [t] could be an arbitrary proba-
bility distribution. In the sequel, we assume a simple yet non-
trivial noise distribution, namely, ε j is uniformly distributed
over [αVj − δ1Vj , αVj + δ2Vj ] for j ∈ [t], where 0 � δ1 � α
and δ2 � 0. Thus p j (x) = 1

(δ1+δ2)Vj
Ix∈[−δ1Vj ,δ2Vj ]. This

assumption is similar to the one made in [7] except that we do
not constrain Vj to be integer-valued. The size of the support
set of the noise distribution is proportional to the programming
voltage, which is reasonable since larger voltages result in
larger deviations of the noise distribution.

Lemma 7. In Definition 4,

P(θ,�, 1) =
{

1, if θ−�
θ+� < α−δ1

α+δ2
α+δ2
δ1+δ2

2�
θ+� if θ−�

θ+� � α−δ1
α+δ2

and the optimal solution is achieved by V1 = θ+�
α+δ2

.

Proof: See Appendix C. �
Next we would like to find the values of V t

1 that maximize
P(V t

1, θ,�, t) with feedback information, for arbitrary t .

Lemma 8. P(θ,�, t) is a non-increasing function of θ .

Proof: See Appendix C. �
Theorem 6. P(V t

1, θ,�, t) is maximized when V1 = θ+�
α+δ2

.

Proof: The proof consists of two parts. First we prove

that for any V̂ t
1

def= (V̂1, . . . , V̂t ) such that V̂1 < V1 =
θ+�
α+δ2

, maxV̂
t
2

P(V̂ t
1, θ,�, t) � maxV t

2
P(V t

1, θ,�, t). Next,

we prove that for any Ṽ
t
1

def= (Ṽ1, . . . , Ṽt ) such that Ṽ1 >

V1 = θ+�
α+δ2

, maxṼ t
2

P(Ṽ
t
1, θ,�, t) � maxV t

2
P(V t

1, θ,�, t).

Case (1): Suppose V̂1 < V1 = θ+�
α+δ2

.
First we provide a sketch of the proof. If the first volt-

age applied is V1 (resp. V̂1), then the cell level after the
first programming round is uniformly distributed over
F = [(α − δ1)V1, (α + δ2)V1] (resp. F̂ = [(α − δ1)V̂1,
(α + δ2)V̂1]). We will divide F (resp. F̂) into non-overlapping
intervals and prove that in each interval applying V1 yields
higher probability of correct programming than applying V̂1.

Let � = 
 (δ1+δ2)V̂1
(α−δ1)(V1−V̂1)

� and divide F (resp. F̂) evenly into �

non-overlapping intervals. That is, let Fi = [
(α − δ1)V1 +

(i − 1) (δ1+δ2)V1
� , (α − δ1)V1 + i (δ1+δ2)V1

�

]
(resp. F̂i =

[
(α − δ1)V̂1 + (i − 1) (δ1+δ2)V̂1

� , (α − δ1)V̂1 + i (δ1+δ2)V̂1
�

]
), for

i ∈ [�]. Note that if x ∈ Fi and x̂ ∈ F̂i , then x > x̂,∀i ∈ [�].
Then

max
V t

2

P(V t
1, θ,�, t) =

∫

F

p1(x − αV1)P(θ − x,�, t − 1)dx

=
∫

⋃�
i=1 Fi

1

(δ1 + δ2)V1
P(θ − x,�, t − 1)dx

=
�∑

i=1

∫

Fi

1

(δ1 + δ2)V1
P(θ − x,�, t − 1)dx
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and

max
V̂

t
2

P(V̂
t
1, θ,�, t) =

∫

F

p1(x − αV̂1)P(θ − x,�, t − 1)dx

=
∫

⋃�
i=1 F̂i

1

(δ1 + δ2)V̂1
P(θ − x,�, t − 1)dx

=
�∑

i=1

∫

F̂i

1

(δ1 + δ2)V̂1
P(θ − x,�, t − 1)dx .

According to Lemma 8, P(θ −x,�, t −1) is a non-decreasing
function of x ; therefore, for each element in the summation,
we have
∫

Fi

1

(δ1 + δ2)V1
P(θ − x,�, t − 1)dx

�
|Fi |P(θ − ((α − δ1)V1 + i (δ1+δ2)V1

� ),�, t − 1)

(δ1 + δ2)V1

�
|̂Fi |P(θ − ((α − δ1)V̂1 + (i − 1) (δ1+δ2)V̂1

� ),�, t − 1)

(δ1 + δ2)V̂1

�
∫

F̂i

1

(δ1 + δ2)V̂1
P(θ − x,�, t − 1)dx,

for all i ∈ [�]. This proves maxV̂
t
2

P(V̂
t
1, θ,�, t) �

maxV t
2

P(V t
1, θ,�, t).

Case (2): Suppose Ṽ1 > V1 = θ+�
α+δ2

.
If the first voltage applied is Ṽ1, then the voltage of the cell

after the first round of programming is uniformly distributed
over F̃ = [(α − δ1)Ṽ1, (α + δ2)Ṽ1]. Once the voltage is in
(θ + �, (α + δ2)Ṽ1], the probability that after t rounds of
programming the final cell level is within the interval [θ − �,
θ + �] is 0, since the cell level cannot be decreased in our
model of flash cell programming.

Now, since Ṽ1 > V1, we have

max
Ṽ

t
2

P(Ṽ
t
1, θ,�, t) =

∫

F̃

p1(x − αṼ1)P(θ − x,�, t − 1)dx

=
∫ θ+�

(α−δ1)Ṽ1

1

(δ1 + δ2)Ṽ1
P(θ − x,�, t − 1)dx

�
∫ θ+�

(α−δ1)Ṽ1

1

(δ1 + δ2)V1
P(θ − x,�, t − 1)dx

�
∫ θ+�

(α−δ1)V1

1

(δ1 + δ2)V1
P(θ − x,�, t − 1)dx

= max
V t

2

P(V t
1, θ,�, t).

Noting that

max
V t

1

P(V t
1, θ,�, t) = max

V1
max

V t
2

P(V t
1, θ,�, t),

we conclude that P(V t
1, θ,�, t) is maximized when V1 =

θ+�
α+δ2

. �
Next we give an algorithm for determining the optimal cell

programming for Problem (P6), where feedback information
is available.

Corollary 1. Algorithm 4 gives an optimal solution for the
cell programming problem (P6).

Algorithm 4 Noisy Programming With Feedback
The voltage Vj on the j -th round of programming, where
1 � j � t , is set as follows.

Let x j denote the feedback representing the cell level before
the j -th write, where, for j = 1, we set x1 = 0.

Set Vj = θ−x j +�
α+δ2

.

Proof: According to Theorem 6, if we need to reach the
level θ , then the voltage applied on the first round is θ+�

α+δ2
.

Thus, after the ( j − 1)-st round, if we know that the current
cell level is x j , then the voltage applied on the j -th round is
θ−x j +�

α+δ2
, which completes the proof. �

VII. CONCLUSION

Accurate and efficient cell programming is critical to
the enhancement of flash memory functionality and storage
capacity. Programming techniques must take into account the
asymmetric nature of the write process, the manner in which
discrete data values are represented within the range of cell
levels, the presence or absence of noise, and the reduction in
write latency that parallel programming can provide.

In this paper, we make the realistic assumption that cell
levels are quantized to a discrete set of levels to represent
digital data. The programming of a cell is considered to be
successful if the programmed cell level is correctly quan-
tized to the desired target level. For several scenarios, we
present programming algorithms that, for a specified number
of programming rounds, achieve optimality with respect to this
figure of merit. Specifically, when cells have known hardness
to charge injection and the programming process is noiseless,
we derive an optimal parallel programming algorithm whose
complexity is polynomial in the number of cells. We also
modify the algorithm to take into account the presence of
inter-cell interference from adjacent cells.

We also consider techniques for programming a single
cell in the presence of noise. Assuming that no feedback
on the cell level is available during the write process, we
present a programming algorithm that, for a given number of
programming rounds, maximizes the probability of attaining
a cell level corresponding to the desired target level. We then
address the situation where feedback is available and present
an optimal strategy for adaptively choosing the programming
voltages.

APPENDIX A

Proof of Lemma 2: We prove the lemma by induction.
For t = 1, it is equivalent to prove that there exists an

optimal V1 such that V1 ∈ T . So, suppose V ∗
1 is an optimal

solution. If V ∗
1 ∈ T , then the lemma holds for t = 1; if not,

define δmin to be the smallest distance from V ∗
1 to an element

of T , i.e.,
δmin = min

p∈T
{|V ∗

1 − p|}.

If δmin is achieved by choosing an upper threshold point, set
V̂1 = V ∗

1 + δmin; otherwise, set V̂1 = V ∗
1 − δmin. That is,

V̂1 is the closest threshold point to V ∗
1 . By the definition of
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δmin, any cell that can be quantized correctly using V ∗
1 can

be quantized correctly using V̂1; thus, V̂1 is also an optimal
solution. Meanwhile, V̂1 ∈ T . This proves that there always
exists an optimal solution V1 ∈ T .

Suppose the lemma holds if the number of programming
rounds is t − 1. That is, for t � 2, assume there exists an
invertible matrix A ∈ {0, 1}(t−1)×(t−1), such that

AV = p,

where V ∈ R
t−1+ is an optimal solution for (P3) and

p ∈ T (t−1). We are going to prove by contradiction that the
lemma holds if the number of programming rounds is t .

Suppose the opposite is true. Then, for any p′ ∈ T t , there
does not exist an invertible matrix A ∈ {0, 1}t×t , such that

AV = p,

where V is an optimal solution for (P3). Let t ′ be the
largest number, 0 � t ′ < t , such that there exists a matrix
A′ ∈ {0, 1}t ′×t with full row rank, such that

A′V ∗ = p′,

where V ∗ is an optimal solution for (P3) and p′ ∈ T t ′ .
Let V ∈ R

t+ satisfy A′V = p′. Since rank(A′) = t ′ < t , the
solution space for V is a nonempty polytope P consisting of
the non-negative vectors in a t ′-dimensional subspace. That is,

P = {V ∈ R
t+|A′V = p′}.

(Note that if t ′ = 0, then P is the space of non-negative
t-dimensional vectors.)

Claim 1. There exists a V̂ in P such that V̂ is on the
boundary of P , i.e., ∃V̂ ∈ P and k ∈ [t], such that V̂k = 0.

Proof of Lemma 2: Since P is a nontrivial polytope, there
exists X ∈ R

t+ in P such that X �= V ∗. If there exists j ∈ [t]
such that X j < V ∗

j , let

zmin = arg min
1� j�t

X j

V ∗
j
.

If there exists more than one index j ∈ [t] that minimizes
X j
V ∗

j
,

then zmin is chosen arbitrarily from among these indices. Let

ymin = min
1� j�t

X j

V ∗
j

= Xzmin

V ∗
zmin

< 1,

and set

V̂ = X − yminV∗

(1 − ymin)
.

Since V̂ is a linear combination of X and V∗, we have
A′V̂ = p′. Then

V̂zmin = Xzmin − yminV ∗
zmin

(1 − ymin)
=

Xzmin − Xzmin
V ∗

zmin
V ∗

zmin

(1 − ymin)
= 0,

and

V̂ j = X j − yminV ∗
j

(1 − ymin)
� 0, ∀ j ∈ [t].

Therefore V̂ ∈ P and V̂zmin = 0.

If there does not exist j ∈ [t] such that X j < V ∗
j , then there

exists j ∈ [t] such that V ∗
j < X j since X �= V ∗. Following

similar reasoning, we can prove that there exists V̂ ∈ P such
that V̂k = 0, for some k ∈ [t]. �

Now, there are two different cases to consider for the V̂ of
Claim 1.

Case (1): V̂ is an optimal solution of (P3).

Claim 2. If V̂ is optimal, then all of the n cells can be
quantized correctly using t − 1 rounds of programming.

Proof: Suppose the opposite is true, and there exists ci with
quantization interval [vi , ui ] that is not quantized correctly by
V̂ . Set Ṽ j = V̂ j for all j such that 1 � j �= k � t and set
Ṽk = vi . Then the number of cells that are quantized correctly
by Ṽ is larger than V̂ , contradicting the assumption that V̂ is
optimal. �

By the induction assumption, if the number of program-
ming rounds is t − 1, there exists an invertible matrix
A ∈ {0, 1}(t−1)×(t−1), such that

AV = p,

where V ∈ R
(t−1)
+ is an optimal solution and p ∈ T (t−1).

Note that in this case, according to Claim 2, all of the n
cells can be quantized correctly. We form another invertible
matrix Ã ∈ {0, 1}t×t by adding one column and one row
to A, where all added entries are 0 except that ãt,t = 1.
Let Ṽ = (V1, . . . , Vt−1, pt )

T ∈ R
t+ where pt ∈ T is any

threshold point. Let p̃ = ( pT , pt)
T = (p1, . . . , pt−1, pt )

T be
a threshold-point vector. Then we have

ÃṼ =
[

A 0
0T 1

] [
V
pt

]

=
[

p
pt

]
∈ T t .

and Ṽ is optimal since all of the n cells are quantized correctly.
The existence of Ã, Ṽ and p̃ contradicts the assumption that
t ′ is the maximum row rank.

Case (2): V̂ is not an optimal solution of (P3).
Note that because V ∗ is optimal while V̂ is not optimal,

the following claims hold.

Claim 3. There exists b ∈ {0, 1}t such that bT V∗ ∈ [vi , ui ]
and bT V̂ /∈ [vi , ui ], for some i ∈ [n].

Proof: Since V ∗ is optimal while V̂ is not optimal, at
least one cell can be quantized correctly by V ∗ but not by V̂ .
Suppose the cell is ci . Then there exists b ∈ {0, 1}t such that
bT V ∗ ∈ [vi , ui ] and bT V̂ /∈ [vi , ui ]. �
Claim 4. Every b ∈ {0, 1}t satisfying the property in Claim 3
is linearly independent with respect to the set of row vectors
of A′.

Proof: Suppose the opposite is true. That is, bT = xA′,
for some x ∈ R

t ′ . Then

bT V ∗ = xA′V ∗ = x p′ = xA′V̂ = bT V̂ .

This contradicts the fact that bT V∗ �= bT V̂ . �
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Suppose the number of triplets (b, vi , ui ) for b ∈ {0, 1}t

and i ∈ [n] in Claim 3 is K . We list all such triplets and
label them by (bk, wk, yk), k ∈ [K ]. Note that one and only
one of wk and yk is between bT

k V ∗ and bT
k V̂ . Without loss

of generality, we assume that wk is between bT
k V ∗ and bT

k V̂ .
In particular, bT

k V̂ � wk � bT
k V ∗. Define

δmin = min
1�k�K

bT
k V ∗ − wk

bT
k V ∗ − bT

k V̂
∈ [0, 1]

and

kmin = arg min
1�k�K

bT
k V ∗ − wk

bT
k V ∗ − bT

k V̂
.

Consider the convex combination of V ∗ and V̂ given by

Ṽ = V ∗ − δmin(V ∗ − V̂ ) = (1 − δmin)V ∗ + δminV̂ .

Claim 5. Ṽ is an optimal solution of (P3).

Proof: Suppose ci can be programmed into its quantization
interval [vi , ui ], i ∈ [n] by V ∗ but not by V̂ . According to
Claim 3, let b ∈ {0, 1}t be a vector such that bT V∗ ∈ [vi , ui ],
but bT V̂ /∈ [vi , ui ]. We will prove that vi � bT Ṽ � ui .

Without loss of generality, we assume bT V̂ < vi �
bT V ∗ � ui . Then

ui � bT V ∗ 1©
� bT Ṽ = bT (V ∗ − δmin(V∗ − V̂ )

)

� bT V∗ − bT bT V ∗ − vi

bT V ∗ − bT V̂
(V∗ − V̂ )

= bT V ∗ − bT (V ∗ − V̂ )
bT V ∗ − vi

bT (V∗ − V̂ )= vi ,

where 1© follows from the fact that

bT Ṽ = bT (V ∗ − δmin(V ∗ − V̂ )
)

= bT V ∗ − δminbT (V∗ − V̂ )

� bT V ∗.

If ci can be programmed into its quantization interval
[vi , ui ], i ∈ [n] by V ∗ and V̂ , then it can be programmed
into [vi , ui ] by Ṽ as well, since Ṽ is a convex combination
of V∗ and V̂ . Thus, each cell that can be quantized correctly
by V∗ can also be quantized correctly by Ṽ , implying that Ṽ
is optimal. �

Let

Ã =
[

A′
bT

kmin

]
.

Claim 6. Ã has row rank t ′ + 1 and ÃṼ ∈ T (t ′+1).

Proof: According to Claim 4, each bT is linearly
independent of the set of row vectors of A′, implying that
rank(Ã) = t ′ + 1.

Consider

ÃṼ =
[

A′
bT

kmin

]
Ṽ =

[
A′Ṽ

bT
kmin

Ṽ

]
def= p̃,

Since Ṽ is a convex combination of V ∗ and V̂ , it is in the
polytope P , thus A′Ṽ = p′ ∈ T t ′ .

Now,

bT
kmin

Ṽ = bT
kmin

(
V ∗ − δmin(V ∗ − V̂ )

)

= bT
kmin

(

V∗ − bT
kmin

V ∗ − wkmin

bT
kmin

V ∗ − bT
kmin

V̂
(V∗ − V̂ )

)

= bT
kmin

V ∗ − bT
kmin

(V ∗ − V̂ )
bT

kmin
V ∗ − wkmin

bT
kmin

(V ∗ − V̂ )

= wkmin ∈ T .

Therefore, p̃ ∈ T (t ′+1). �
For both Case (1) and Case (2), the existence of Ã, Ṽ and p̃

contradicts the assumption that t ′ is the maximum row rank
of a matrix A such that AV ∗ = p′. Therefore, there exists an
invertible matrix A ∈ {0, 1}t×t such that

AV = p,

where V ∈ R
t+ is an optimal solution for (P3) and p ∈ T t is

a threshold-point vector. �
Proof of Lemma 4: The proof is based on induction and

is very similar to the proof of Lemma 2. Therefore, we prove
the initial step of the induction and omit the remaining details.

For t = 1, we prove that there exist a threshold-point pi ∈ T
of the cell i and a real number

a ∈ {0, 1, βi−1,i , βi+1,i , 1 + βi−1,i , 1 + βi+1,i , βi−1,i

+βi+1,i , 1 + βi−1,i + βi+1,i }
=

⋃

b∈{0,1}3

{(βi−1,i , 1, βi+1,i ) · b}

such that
aV = pi ,

where V � 0 is optimal.
Suppose V ∗ is optimal. If ∃a ∈ {0, 1, βi−1,i , βi+1,i ,

1 + βi−1,i , 1 + βi+1,i , βi−1,i + βi+1,i , 1 + βi−1,i + βi+1,i } and
pi ∈ T such that

aV ∗ = pi ,

then the statement holds for t = 1. Otherwise, let

δ = min
i∈[n],b∈{0,1}3

(
V ∗(βi−1,i , 1, βi+1,i ) · b − pi

)+
,

where, for x ∈ R, x+ = x if x � 0 and x = +∞ if x < 0.
Suppose the minimum is achieved for i = imin ∈ [n] and
b = bmin. That is,

δ = (βimin−1,i , 1, βimin+1,i ) · bminV ∗ − pimin .

Let
V̂ = pimin

pimin + δ
V ∗.

Then, by setting a = (βimin−1,i , 1, βimin+1,i ) · bmin, we have

aV̂ = (βimin−1,i , 1, βimin+1,i ) · bminV̂

= (βimin−1,i , 1, βimin+1,i ) · bmin
pimin

pimin + δ
V ∗

= pimin .

In addition, the number of cells quantized correctly does not
decrease in going from V ∗ to V̂ since, by definition, V̂ � V ∗
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is chosen such that if a cell is quantized correctly by the
voltage V ∗, the cell can be also quantized correctly by V̂ .
This completes the proof of the case where t = 1. �

APPENDIX B

Proof of Lemma 6: We first prove the following claim
as it is used to establish the inequalities in the proof of
Lemma 6.

Claim 7. Let c1, c2 and δ1, δ2 > 0 be real numbers. Let

p1 = 1√
2π

∫ c1+δ1

c1−δ1

e−u2/2du and p2 = 1√
2π

∫ c2+δ2

c2−δ2

e−u2/2du.

Then the following three statements hold:

1) If c1 = c2 and δ1 > δ2, then p1 > p2.
2) If δ1 = δ2 and |c1| < |c2|, then p1 > p2.
3) If |c1| � |c2| and δ1 > δ2, then p1 > p2.

Proof:

1) If δ1 > δ2, then [c1−δ1, c1+δ1] ⊃ [c2−δ2, c2+δ2]; thus
p1 > p2 since the integrand is strictly positive on R.

2) Let δ1 = δ2 = δ. We prove the result for the case where
0 � c1 < c2 and [c1 − δ, c1 + δ]⋂[c2 − δ, c2 + δ] = ∅.
Other cases can be reduced to this case by subtracting
the integration over the intersection of the intervals.
In the case considered, ξ1 � ξ2,∀ξ1 ∈ [c1 − δ, c1 + δ],
ξ2 ∈ [c2 − δ, c2 + δ].
Note that f (u) = e−u2/2 is symmetric with respect to
u = 0 and f (u) is a continuous strictly decreasing
function for u � 0. Therefore, there exists ξi ∈ [ci − δ,
ci + δ] such that

pi =
∫ ci +δ

ci −δ
e−u2/2du = 2δe−ξ2

i /2, i = 1, 2.

It follows that p1 > p2 since ξ1 < ξ2.

3) Let p3 = ∫ c3+δ3
c3−δ3

e−u2/2du, where c3 = c1 and δ3 = δ2.
Then from 1) we have p1 � p3, and from 2) we have
p3 > p2. Therefore, p1 > p2.

�
Now we proceed to the proof of Lemma 6. Suppose

the opposite is true; that is, for some i and j in [t],
V ∗

i �= V ∗
j . Consider another vector V̂ = (V̂1, . . . , V̂t ),

where V̂k = V
def=
√
∑t

j=1 V ∗
j

2

t ,∀k ∈ [t]. Then
√∑t

j=1 V̂ 2
j =

√∑t
j=1 V ∗

j
2. Furthermore, we have

t∑

j=1

V̂ j = tV = t

√∑t
j=1 V ∗

j
2

t
>

t∑

j=1

V ∗
j .

This is a special case of the Cauchy-Schwartz Inequality, and
the inequality is strict due to the assumption that V ∗

i �= V ∗
j for

some i, j ∈ [t]. Therefore, θ − α
∑t

j=1 V̂ j < θ − α
∑t

j=1 V ∗
j .

We want to show that V ∗ is not optimal, in particular,
g(V̂ ) > g(V∗). We consider two cases.

Case (1): Suppose θ − α
∑t

j=1 V̂ j = θ − αtV � 0.

Let

p1 = g(V ∗) = 1√
2π

∫ c(V ∗)+δ(V ∗)

c(V ∗)−δ(V ∗)
e− u2

2 du

and

p2 = g(V̂ ) = 1√
2π

∫ c(V̂ )+δ(V̂ )

c(V̂ )−δ(V̂ )
e− u2

2 du,

where c(V ) and δ(V ) are as defined in Lemma 5.

Recall that c(V̂ ) = θ−α
∑

V̂ j

σ
√∑

V̂ 2
j

and c(V∗) = θ−α
∑

V ∗
j

2

σ
√∑

V ∗
j

2
, and

let s =
√∑t

j=1 V̂ 2
j =

√∑t
j=1 V ∗

j
2. Then we have

0 � c(V̂ ) = θ − α
∑t

j=1 V̂ j

σ
√∑t

j=1 V̂ 2
j

= θ − α
∑t

j=1 V̂ j

sσ

<
θ − α

∑t
j=1 V ∗

j
2

sσ

= θ − α
∑t

j=1 V ∗
j

2

σ
√∑t

j=1 V ∗
j

2

= c(V ∗).

Recall that δ(V̂ ) = �

σ
√∑

V̂ 2
j

and δ(V ∗) = �

σ
√∑

V ∗
j

2
. Then

δ(V̂ ) = δ(V ∗). Set c1 = c(V̂ ), c2 = c(V∗), δ1 = δ(V̂ ),
and δ2 = δ(V ∗). According to 2) in Claim 7, we conclude
that p1 < p2. Therefore, g(V∗) < g(V̂ ), implying V ∗ is not
optimal.

Case (2): Suppose θ − α
∑t

j=1 V̂ j = θ − αtV < 0.

Consider another vector Ṽ = (Ṽ1, . . . , Ṽt ) where Ṽ j = θ
αt ,

∀ j ∈ [t]. Then θ − α
∑t

j=1 Ṽ j = 0 and we have

√√
√
√

t∑

j=1

Ṽ 2
j =

√(
θ

αt

)2

t <

√

V
2
t =

√√
√
√

t∑

j=1

V̂ 2
j =

√√
√
√

t∑

j=1

V ∗
j

2.

It is easy to see that

|c(Ṽ )| =
∣
∣
∣
θ − α

∑t
j=1 Ṽ j

σ
√∑t

j=1 Ṽ 2
j

∣
∣
∣ = 0 � |c(V∗)|,

and

δ(Ṽ ) = �

σ
√∑t

j=1 Ṽ 2
j

>
�

σ
√∑t

j=1 V ∗
j

2
= δ(V ∗).

Let p1 = g(Ṽ ) and p2 = g(V∗). Set c1 = c(Ṽ ), c2 =
c(V∗), δ1 = δ(Ṽ ), and δ2 = δ(V ∗). According to 3) in
Claim 7, we conclude that p1 > p2. Therefore, g(Ṽ ) >
g(V∗), implying that V ∗ is not optimal.

These contradictions of the optimality of V ∗ arose from the
assumption that V ∗

i �= V ∗
j for some i, j ∈ [t]. Therefore, we

conclude that V ∗
i = V ∗

j ,∀i, j ∈ [t]. �
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APPENDIX C

Proof of Lemma 7: Recall that when applying volt-
age Vj , the cell-level increment is uniformly distributed in
[(α − δ1)Vj , (α + δ2)Vj ]. Consider the following two cases.

Case (1): Suppose θ−�
θ+� < α−δ1

α+δ2
. Setting V1 = θ+�

α+δ2
, we have

P(V1, θ,�, 1) =
∫ θ+�

θ−�
p1(x − αV1)dx

=
∫ θ+�

θ−�

1

(δ1 + δ2)V1
Ix−αV1∈[−δ1V1,δ2V1]dx

=
∫ θ+�

θ−�

1

(δ1 + δ2)V1
Ix∈[(α−δ1)V1,(α+δ2)V1]dx

=
∫ (α+δ2)V1

(α−δ1)V1

1

(δ1 + δ2)V1
dx

= 1.

Therefore,

1 � P(θ,�, 1) = max
V1

P(V1, θ,�, 1) � 1.

Case (2): Suppose θ−�
θ+� � α−δ1

α+δ2
. Then

P(V1, θ,�, 1) =
∫ θ+�

θ−�
p1(x − αV1)dx

=
∫ θ+�

θ−�

1

(δ1 + δ2)V1
Ix−αV1∈[−δ1 V1,δ2V1]dx

=
∫

R

1

(δ1 + δ2)V1
Ix∈[(α−δ1)V1,(α+δ2)V1]⋂[θ−�,θ+�]dx .

There are two possibilities to consider.
1) If V1 � θ+�

α+δ2
, then (α+δ2)V1 � θ +� and (α−δ1)V1 �

θ − �. Therefore

P(V1, θ,�, 1)

=
∫

R

Ix∈[(α−δ1)V1,(α+δ2)V1]⋂[θ−�,θ+�]
(δ1 + δ2)V1

dx

=
∫ (α+δ2)V1

θ−�

1

(δ1 + δ2)V1
dx

= α + δ2

δ1 + δ2
− θ − �

(δ1 + δ2)V1

� α + δ2

δ1 + δ2
− θ − �

(δ1 + δ2)
θ+�
α+δ2

=
(

α + δ2

δ1 + δ2

)(
2�

θ + �

)
,

where equality holds if V1 = θ+�
α+δ2

.
2) If V1 > θ+�

α+δ2
, then (α + δ2)V1 > θ + �. Therefore

P(V1, θ,�, 1)

=
∫

R

Ix∈[(α−δ1)V1,(α+δ2)V1]⋂[θ−�,θ+�]
(δ1 + δ2)V1

dx

�
∫ θ+�

θ−�

1

(δ1 + δ2)V1
dx

= 2�

(δ1 + δ2)V1

<
2�

(δ1 + δ2)
θ+�
α+δ2

= P

(
θ + �

α + δ2
, θ,�, 1

)

It can be seen that under both circumstances, P(V1, θ,�, 1)
is maximized when V1 = θ+�

α+δ2
. Consequently,

P(θ,�, 1) =
{

1, if θ−�
θ+� < α−δ1

α+δ2
,

α+δ2
δ1+δ2

2�
θ+� if θ−�

θ+� � α−δ1
α+δ2

.

�
Proof of Lemma 8: We first prove the following two claims

as they serve as the basis for the proof of Lemma 8.

Claim 8. For β �= 0, P(βθ, β�, t) = P(θ,�, t).

Proof: We proceed by induction. For t = 1, we have

P(βθ, β�, 1) =
{

1, if βθ−β�
βθ+β� < α−δ1

α+δ2
,

α+δ2
δ1+δ2

2β�
βθ+β� if βθ−β�

βθ+β� � α−δ1
α+δ2

,

=
{

1, if θ−�
θ+� < α−δ1

α+δ2
,

α+δ2
δ1+δ2

2�
θ+� if θ−�

θ+� � α−δ1
α+δ2

,

= P(θ,�, 1).

For notational convenience, let a
∧

b
def= min{a, b}. Now,

suppose that P(βθ, β�, t − 1) = P(θ,�, t − 1). Then

P(βθ, β�, t)

= max
V1

∫

R+
p1(x − αV1)P(βθ − x, β�, t − 1)dx

(1)= max
V1

∫

R+

Ix∈[(α−δ1)V1,((α+δ2)V1)
∧

βθ]
(δ1 + δ2)V1

·P(βθ − x, β�, t − 1)dx

(2)= max
V1

∫

R+

Iβy∈[(α−δ1)V1,((α+δ2)V1)
∧

βθ]
(δ1 + δ2)V1

·P(βθ − βy, β�, t − 1)dβy

(3)= max
V1

∫

R+

Iβy∈[(α−δ1)V1,((α+δ2)V1)
∧

βθ]
(δ1 + δ2)V1

·P(θ − y,�, t − 1)dβy

(4)= max
V1

∫

R+

I
y∈[(α−δ1)

V1
β ,
(
(α+δ2)

V1
β

)∧
θ]

(δ1 + δ2)
V1
β

P(θ − y,�, t − 1)dy

(5)= max
V ′

1

∫

R+

Iy∈[(α−δ1)V ′
1,((α+δ2)V ′

1)
∧

θ]
(δ1 + δ2)V ′

1
P(θ − y,�, t − 1)dy

(6)= max
V ′

1

∫

R+
p1(y − αV ′

1)P(θ − y,�, t − 1)dy

= P(θ,�, t).

Equation (1) follows from the definition of p1(x). Equation (2)
follows from the change of variables x = βy. Equation (3)
follows from the induction hypothesis that P(βθ, β�, t−1) =
P(θ,�, t − 1). Equation (4) follows from the linearity of the
indicator function and the min operator. That is Iβy∈[a,b] =
Iy∈[a/β,b/β], and 1

y min{a, b} = min{ a
y , b

y }. Equation (5)

follows from the change of variables V ′
1 = V1

β . Equation (6)
holds for the same reason as Equation (1). �
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Claim 9. For β > 1, P(βθ, β�, t) � P(βθ,�, t).

Proof: Since the interval [βθ − �,βθ + �] ⊆
[βθ − β�, βθ + β�] for β > 1, the event “the cell level
is in [βθ − �,βθ + �] after t rounds of programming” is
included in the event “the cell level is in [βθ − β�, βθ +
β�] after t rounds of programming.” Thus, P(βθ, β�, t) �
P(βθ,�, t). �
It follows from Claim 8 and Claim 9 that, for β > 1,

P(θ,�, t) = P(βθ, β�, t) � P(βθ,�, t),

which proves that P(θ,�, t) is non-increasing in θ . �
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