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Abstract— Multi-permutations and in particular permutations
appear in various applications in an information theory. New
applications, such as rank modulation for flash memories, have
suggested the need to consider error-correcting codes for multi-
permutations. In this paper, we study systematic error-correcting
codes for multi-permutations in general and for permutations
in particular. For a given number of information symbols k,
and for any integer #, we present a construction of (k +r, k)
systematic ¢-error-correcting codes, for permutations of length
k + r, where the number of redundancy symbols r is relatively
small. In particular, for a given ¢ and for sufficiently large k,
we obtain r = ¢ + 1, while a lower bound on the number of
redundancy symbols is shown to be ¢. The same construction is
also applied to obtain related systematic error-correcting codes
for any types of multi-permutations.

Index  Terms—Kendall 7-metric, multi-permutations,
permutations, systematic error-correcting codes.

I. INTRODUCTION

LASH memory is one of the most widely used

non-volatile technologies. In flash memories, cells usually
represent multiple levels, which correspond to the amount of
electrons trapped in each cell. Currently, one of the main
challenges in flash memory cells is to program each cell
exactly to its designated level. In order to overcome this
difficulty, the novel framework of rank modulation codes
was introduced in [15]. In this setup, the information is
carried by the relative values between the cells rather than
by their absolute levels. Thus, every group of cells induces a
permutation, which is derived by the ranking of the level of
each cell in the group. There are several works which study
the correction of errors under the setup of permutations for
the rank modulation scheme; see e.g. [1], [9], [16], [22], [23],
[26], [27]. In all these works z-error-correcting codes were
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considered for the set S,,, which consists of all permutations
on n elements, with either the Kendall r-metric, the infinity
metric, or the Ulam metric. Permutation codes were originally
studied with the Hamming distance in the work of Slepian
for the transmission of bandlimited signals over Gaussian
channels [21] and in many other papers, e.g. [2], [3], [11].
Recently, to improve the number of rewrites, the model of
rank modulation was extended such that multiple cells can
share the same ranking [12], [13]. Thus, the cells no longer
determine permutations but rather multi-permutations. Error-
correcting codes for multi-permutations subject to the Kendall
7-metric were presented in [20] and also studied in [7]. The
goal of this paper is to construct systematic error-correcting
codes for permutations and multi-permutations. In such a code
with permutations there are k! codewords, where k is the
number of information symbols. Similarly, in such a code
with multi-permutations there are o (k) codewords, where o (k)
is the number of multi-permutations that can be defined on
the k information symbols.

A. Previous Work

As mentioned above, the rank modulation scheme was
proposed in [15] to improve programming performance for
flash memory, where n cells represent a permutation according
to the ranking of their levels. This scheme was suggested to
be useful also for data retention, as it was noticed that the
ranking of the cells’ levels is more robust to charge leakage
than the absolute values of the cells’ levels.

In [16] the rank modulation scheme was combined with
error-correction capability by using the Kendall 7-metric.
This metric highly reflects the error behavior of flash
memory cells, mainly due to dominant error sources, e.g.
charge leakage and read disturbance [16]. Error-correcting
codes were constructed in [16] and later in [1] and [19]
by using a metric embedding of the set of all permuta-
tions of length n, §,, with the Kendall r-metric to the
space ZZ_I, g > n, with the Lee metric. This metric embed-
ding allows to construct ¢-error-correcting codes in S, with
the Kendall z-distance from t-error-correcting codes in ZZ’I
with the Lee distance. The embedding was extended
in [20] to construct error-correcting codes for balanced
multi-permutations.

Bounds on the size of error-correcting codes in the Kendall
r-metric were given in [1], [5], [6], and [16]. In [1],
t-error-correcting codes in S, that achieve the sphere packing
bound up to a constant factor, where n is sufficiently large,
were presented. Upper bounds on the size of codes with even
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minimum distances were proposed in [5] and [6], which also
investigated the existence question of perfect codes.

The concept of systematic codes for permutations was sug-
gested in [26], where systematic error-correcting codes were
studied in the Kendall r-metric. Systematic error-correcting
codes with the Kendall 7-distance were further studied in [8]
and in [27]. In [27], a variation of systematic error-correcting
codes with the infinity distance were also explored. A code
C C Sy is an (n, k) systematic code if each permutation of Sk
is a sub-permutation of exactly one codeword of C. In [27] four
constructions of (n, k) systematic ¢-error-correcting codes in
the Kendall 7-metric were presented. All these constructions
are based on error-correcting codes in the Lee metric via
the metric embedding from [16]. Two of the constructions
from [27] (Constructions A and B) are for systematic single-
error-correcting codes that use two redundancy symbols.
One of the constructions from [27] (Construction C) is for
systematic ¢-error-correcting codes, for a general ¢. In particu-
lar,  could be as large as ®(n?). The constructed codes use r
redundancy symbols, where  is shown to be less than or equal
to 2+ 1. However, it is not clear whether r can be smaller than
2t + 1. Finally, Construction D from [27] yields (k+¢+ 1, k)
systematic ¢-error-correcting codes for a fixed ¢+ > 1, provided
that & is sufficiently large.

B. Our Contribution

In this paper we present a general method to construct (7, k)
systematic z-error-correcting codes. This method is based
on two ingredients. The first one is a partition of S into
t-error-correcting codes with the Kendall z-distance. The
second one is a code for multi-permutations on the multi-set
{Ok, k+1,...,k+r} with minimum Kendall z-distance 2¢.

We apply this method to construct (n, k) systematic ¢-error-
correcting codes and analyze the asymptotic behavior of the
number of redundancy symbols r, for t = ©(k€) and € > 0.
We present an (n, k) systematic single-error-correcting codes
with r =2 redundancy symbols for every k > 1. For a
fixed ¢ and for large enough k, the constructed codes use ¢ + 1
redundancy symbols. For 1+ = @ (k€), the constructed codes
use r = [(1 + € + 0)t] redundancy symbols, if 0 < € < 1, and
r = |_(1 +e 4 5)t-| redundancy symbols, if € > 1, where k
is sufficiently large, r — 1 is a power of a prime, and ¢ > 0
can be arbitrarily small.

One advantage of our method is that it can be easily adapted
to systematic z-error-correcting codes for multi-permutations.
It can also be used for other metrics, e.g. the Ulam metric and
the Hamming metric, provided that one can construct multi-
permutation codes and partitions into error-correcting codes in
these metrics. For balanced multi-permutations we construct
systematic t-error-correcting codes with ¢ 4+ 1 redundancy
symbols for sufficiently large k. Finally, we prove that at least ¢
redundancy symbols are required when k is large enough and
the multiplicity of each information symbol is bounded.

C. Organization

The rest of this work is organized as follows. In Section II
we present the basic concepts concerning permutations,
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multi-permutations, and systematic codes for permutations and
multi-permutations. We introduce in Section III the metric
used in this paper, the Kendall 7-metric, and present basic
properties of this metric. Next, we present in Section IV our
main construction for systematic ¢-error-correcting codes for
permutations. The construction is based on a combination
of two coding concepts. The first one is a partition of a
set of permutations into ¢-error-correcting codes. The second
one is an error-correcting code for a certain family of multi-
permutations. In Section V we review and generalize some
of the known constructions of error-correcting codes for per-
mutations and multi-permutations via the metric embedding
from [16]. These constructions will be used to design the
two coding concepts for the main construction. Then, in
Section VI, specific systematic codes for permutations based
on the discussion in the preceding sections are given, and
in Section VII the constructions are generalized for multi-
permutations. In Section VIII, we study an asymptotic lower
bound on the number of redundancy symbols in systematic
t-error-correcting codes. We conclude in Section IX.

II. PERMUTATION, MULTI-PERMUTATIONS,
AND SYSTEMATIC CODES

Let [n] denote the set of n integers {1,2,...,n}
and let [a,b], a < b, denote the set of b —a+ 1 inte-
gers {a,a+ 1,a+2,...,b}. A permutation on a set X of n
elements is a bijection ¢ : [n] — X. A permutation ¢ on X
is denoted by o =[o(1),0(2),...,0(n)]. Let S, be the
set of all permutations on [r] and let S([a, b]) be the set
of all permutations on [a, b]. The concept of permutations
is generalized to multi-permutations as follows. A multi-set
M = ", 052, ... 0} is a collection of the elements
{v1,0v2,...,0¢} in which v; appears m; times, i € [€]. The
elements of {v1, v2, ..., v} are called ranks, while the positive
integer m;, for all i € [£], is called the multiplicity of the ith
rank v;. If mi = my = --- = myg = m then M 1is
called a balanced multi-set and the related multi-permutations
are called balanced multi-permutations. A multi-permutation
on the multi-set M is a mapping o : [n] — {v1,02,...,0¢},
where n = Zf:l m;, such that |{j € [n] : o(j) = v;i}| = m;,
for all i € [(]. A permutation is a special case of a multi-
permutation, where all the multiplicities are equal to one.
We denote by S(M) the set of all multi-permutations on M.
Clearly, the size of S(M) is equal to As for

n!
permutations, we denote a multi-permutation ¢ € S(M)
by ¢ =[o(1),0(2),...,0(n)], where the meaning will be
clear from the context.

Example 1: If M = {13,22,3%), then ¢ = [3,1,3,1,
2,1,2] is a multi-permutation on M.

For a permutation o € S, and for k € [n], define a i to
be the permutation in S; obtained from o by deleting all the
elements of {k + 1,k +2,...,n} from a.

Example 2: If o = 1[2,5,4,1,3,6]
then o =[2,1, 3]

A metric space (V,d(-,-)) is a set V together with a
mapping d : V x V — Rsg such that, for every x,y,z € V
1) d(x,y) = 0 if and only if x = y; 2) d(x,y) = d(y, x);

and k = 3
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3) d(x,y) +d(y,z) > d(x,z). The mapping d is called a
metric. Let (V,d(-,-)) be a metric space. A code C C V has
minimum distance d if d(x,y) > d, for every two distinct
codewords x,y € C. A code C C V is a t-error-correcting
code if it has minimum distance at least 2¢ + 1.

Motivated by the rank modulation scheme [15], the con-
cept of systematic codes for permutations was proposed
in [26] and [27]. A code C C S, is an (n, k) systematic
code if each permutation of Sy is a sub-permutation of
exactly one codeword of C, i.e. for every o € S; there exists
exactly one codeword (permutation) o € C such that ax = o.
Therefore, the size of an (n, k) systematic code is k!. If an
(n, k) systematic code C is also a t-error-correcting code,
then C is called an (n, k) systematic t-error-correcting code,
while the metric will be clear from the context. The number of
redundancy symbols of an (n, k) systematic code is r = n — k.

III. THE KENDALL 7-METRIC ON PERMUTATIONS
AND MULTI-PERMUTATIONS

Given a multi-permutation ¢ = [6(1),0(2),...,0(n)] €
S(M), an adjacent transposition is an exchange of
two distinct adjacent elements o(j),o(j+ 1) in o, for
some j € [n — 1]. The result of such an adjacent transposition
is the multi-permutation [o (1), ...,0(j — 1), 0(j + 1), 6 (j),
o(j +2),...,0(n)]. The Kendall z-distance between two
multi-permutations o, 7 € S(M), denoted by dk (o, ), is the
minimum number of adjacent transpositions required to obtain
the multi-permutation 7 from the multi-permutation o .

Example 3: If ¢ =[3,1,3,1,2,1,2], and # = [3,3,1,
2,1,2,1] then dg(o,m) =3, since three is the mini-
mum number of adjacent transpositions required to trans-
fer the multi-permutation ¢ to =n: [3,1,3,1,2,1,2] —
3,3,1,1,2,1,2] - [3,3,1,2,1,1,2] — [3,3,1,2, 1,2, 1].

The Kendall 7-metric was originally defined for permuta-
tions [17]. It is well known [16], [18] that for two permutations
o, € Sy, the value dg (g, ) can be expressed as the number
of pairs of elements of [n] that do not appear in the same order
in o and 7, i.e.

dg(o,m) = H(i,j): V1<i,j<n, o7 '() <01(j)”.

and 7 ~1(i) > 77 1(j)
(1)

For a multi-permutation ¢ € S(M), where M = {v]"',
0y, v}"‘}, we distinguish between the appearances of
the same rank in o, by their positions in o. We consider
the increasing order of these positions. By abuse of nota-
tion we sometimes write o (j) = (v;), and j = o 1 ((;),) to
indicate that the rth appearance of v; is in the jth position
of o, i.e. 0(j) =v; and the multiplicity of v; in the multi-
permutation [¢ (1), 6 (2),...,0(j)] is r. The computation of
the Kendall 7-distance given in (1) between two permutations
can be generalized to two multi-permutations o, 7 € S(M).
More explicitly, it can be expressed as the number of pair of
elements of {(i,r) : i € [€], r € [m;]} that do not appear in
the same order in ¢ and «, i.e.

. N A (CH DR (CHD)
I((l,r)a (J,s)): ﬂ_l((vi)r) > ﬂ_l((vj‘)s) ” :

dg(o, ) =

)
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Let ng = 0 and let n; = Z;’:l mj, i €[{], where n = ng.
In other words, n; is the number of symbols in the multi-
set M whose rank is at most i. For # € §,, the assign-
ment of the permutation € in a multi-permutation ¢ € S(M)
is the permutation o =60 >0 € S, defined as follows. For
eachi, 1 <i < ¢, the segment of the permutation [0 (n;—1+1),
O(ni—1+2),...,0(ni—; +m;)] is substituted, in this order, in
the m; positions of the rank v; in ¢. This means that for
each j € [n], if 6(j) = (v;), then a(j) = O(nj—1 +r).

Example 4: Let ¢ = [3,1,3,1,2,1,2] € S{13,22%,3%})
and let 0 = [2,1,3,4,5,7,6]. After substituting [2, 1, 3] in
positions 2, 4, and 6 in which 1 appears in o, and similarly,
substituting [4, 5] and [7, 6] in the positions in which 2 and 3
appears, respectively, we obtain the permutation 0 > ¢ =
[7,2,6,1,4,3,5].

Lemma 1: Let o,w € S(M), let 6;,n; €
S([ni—1 + 1,n;]), for all i €[], and let O,n € Sy,
where Oni—1 +r)=6;(r) and n(ni—1+r)=ni(r), for
alli € [€] and r € [m;]. Then

dK(9‘>0'a’7‘>7f)EdK(U,”)+dK(ea’7)~

Proof: If d = dx (0>0, n>m), then by the definition of the
Kendall z-distance, there exists a sequence T = 71, 72, ..., 74
of d adjacent transpositions that transfers > ¢ to 7.

Let Tpuir = Ty Tsys - - - TSy be the subsequence of 7 that
consists of all the adjacent transpositions of the sequence T
that exchange two distinct symbols x € [nj—1 + 1, n;]
and y € [nj_1 + 1,n;], for some i, j € [£], 7 # j.

For all i € [{], let @ = Ti1,Ti2,---,Tid; be the
subsequence of 7 that consists of all the adjacent transpo-
sitions of the sequence 7 that exchanges some two distinct
symbols x, y € [n;—1 + 1, n;].

Each adjacent transposition in the sequence t exchanges
two distinct symbols x and y, x €[ni_1+1,n;]
andy € [nj_1 + 1,n;], forsome i, j € [£], where eitheri = j
ori # j. Hence, T,,,;; and r(l), 1(2), e, 7O form a partition
of T to subsequences and d,,;; + Zle di=d.

By the definitions of the assignment of a permutation
in a multi-permutation and of @ and #, for every x € [{]
the permutations 6, and 7, are substituted in the posi-
tions of the rank v, in ¢ and =, respectively. Since T
transfers >0 to 5>, it follows that T, transfers o
to 7 and for every i € [{], 7@ transfers the segment
of 0, 6; = [0(ni—1+1),0(mn;—1+2),...0(n;)], to the segment
of n, ni = [nni—1 + 1),n(i-1 + 2),...n(n;)]. There-
fore, dpyuiy > dx (o, ) and for all i € [£], d; > dg(6;, n;).
Furthermore, Zle dg (0;, ni) = dg (0, n), and thus

¢
dx @0, 1> 71) = dyus + D di = d (0, 1)
i=1
¢
+ D dk 0r,mi) = dk (o, 7) + dk 0. ).
i=1
O
Lemma 1 provides a lower bound on dg (6 > o, > ) in
terms of dg (o, ) and dk (0, n). This lower bound may not
always be tight, as the next example shows.
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Example 5: Let 0 =[3,1,3,1,2,1,2], = =1[3,3,1,2,1,
2,1, 61 = [2,,3], m = [3,2,1], 6 = m = [4,5],
63 = [7,6], and n3 = [6,7]. Then, 8 = [2,1,3,4,5,
7,6, n=103,2,1,4,5,6,7),dx (0, n) = 3, and dk (o, m) = 3.
However, dg@ > o,n > n) = dg(7,2,6,1,4,3,5],
[6,7,3,4,2,5,1]) = 8 and thus

dxk@vo,nem) > dg(o,m)+dg(0,n) =6.

The Kendall 7-metric on S(M) is graphic, i.e. for every
two multi-permutations o, 7 € S(M) their Kendall 7-distance
is equal to the length of the shortest path between ¢ and =
in the graph G(M) whose vertex set is the set S(M), and
two vertices are connected by an edge if and only if their
Kendall z-distance is one.

A metric d(-,-) on a set V, is called bipartite if, for every
three elements x, y, z € V, the congruence d(x, y)+d(y,z) =
d(x,z) (mod 2) is satisfied, i.e. the related graph is bipartite.
The Kendall z-metric on S(M) is bipartite as stated in the
next lemma.

Lemma 2: The Kendall t-metric over S(M) is bipartite.

Proof: Fix a multi-permutation y € S(M) and note
that by (2) two multi-permutations which differ in exactly
one adjacent transposition have different distances mod-
ulo 2 from y. This implies that the related graph G (M) is
bipartite. ([

IV. SYSTEMATIC ERROR-CORRECTING
CODES FOR PERMUTATIONS

In this section the main construction of systematic ¢-error-
correcting codes for permutations is presented. This construc-
tion will be generalized in Section VII for multi-permutations.

Let r be a positive integer and let My , = {Ok,k + 1,
k+2,...,k~+r}. For every permutation ¢ € S; and for every
multi-permutation p € S(My ), the assignment of ¢ in p is
the permutation a = ¢ » p € Si4+, which is obtained by
substituting o, in the k positions where 0 appears in p. Note,
that o » p =0 > p, where 8 = [0(1),0(2),...,0(k),k+ 1,
k+2,...,k+r]. Hence, by Lemma 1 we have

Corollary 1: Let o, € Sk and p1, p2 € S(Mg,). Then

dg (o » p1,w » p2) > dk(p1, p2) +di (o, 7).

The next lemma is readily verified and so we omit its proof.

Lemma 3: For every p € S(My,,) and ¢ € Sk we have
that (6 » p)x =o0.

Example 6: If k = 4, r = 3, p = [0,6,0,0,5,7,0],
and o = [2,4,1,3] then ¢ » p = [2,6,4,1,5,7,3] and
@w»p)k=12,413]=0.

We are now in a position to present our construction
of systematic error-correcting codes for permutations in the
Kendall 7-metric.

Theorem 1: Let C1,Ca,...,Cr be a partition of Sy into
t-error-correcting codes in the Kendall t-metric and
let Couiy S S(My,,) be a code with minimum Kendall
t-distance 2t and size at least F. Let p1, p2, ..., pr be dis-
tinct codewords in Cyy1;. Then the code Cyys C Sy, defined by

def

F
Csysz U{O' »pj o ECj}
j=1
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is a (k + r,k) systematic t-error-correcting code with the
Kendall t-distance.

Proof: Since the codes Cy,C,...,Cr form a partition
of Sk, it follows that for every o € Si there exists exactly
one j € [F] such that ¢ € C;. By Lemma 3 it follows that
a = o » p; is the unique permutation in C,y; such that
ax = 0. Hence, the code Cyys is (k + r, k) systematic.

To show that the minimum Kendall 7-distance of Cgys
is at least 2t + 1, let ¢ » pj, 7 » pj, be two distinct
codewords in Cyy,. By Lemma 3 and since Cyys is (k + 1, k)
systematic, it follows that 0 # z and therefore dg (o, 7) > 1.
We distinguish now between two cases:

) If ji = j then o,7# € Cj. Since Cj, is

a t-error-correcting code and by Corollary 1, it follows
that dg (6 » pj,, @ » pj,) > dg(o,m) > 2t + 1.

2) If ji # jo then pj; # pj,. Since Cpyir has minimum
Kendall z-distance at least 2¢, it follows by Corollary 1
thatdg (o » pj,, @ » pj,) = dg(pj, pjp)+di(o, ) >
2t + 1.

Thus, we proved that Csys is a (k 4 r, k) systematic
code with minimum Kendall z-distance at least 27 4+ 1, as
required. O

For the construction of the code Csys in Theorem 1 two
ingredients are required. The first one is a partition of Sy into
t-error-correcting codes. The second one is a code in S(Mj )
with minimum Kendall 7-distance 2¢. In the next section we
review some of the known constructions of error-correcting
codes for multi-permutations. These constructions will be used
to generate partitions of S; into z-error-correcting codes, and
partitions of multi-permutations into ¢-error-correcting codes
(which will be used in Section VII). These results will also
produce the second ingredient of codes in S(My, ) with
minimum Kendall r-distance 2¢.

V. ERROR-CORRECTING CODES AND PARTITIONS
VIA METRIC EMBEDDING

The primary goal of this section is to generate error-
correcting codes and partitions for multi-permutations.
In Subsection V-A, we review a known method to gener-
ate error-correcting codes for multi-permutations via metric
embedding. Then, in Subsection V-B, we describe the
resulting code constructions based on this method. Finally,
in Subsection V-C, we derive partitions of permutations and
multi-permutations into z-error-correcting codes.

A. Constructions From Metric Embedding

The first constructions of error-correcting codes for per-
mutations in the Kendall 7-metric were given in [16].
In particular, a general method was presented to construct
codes from error-correcting codes in the Lee metric. This
method was used in [1] to produce codes which correct multi-
ple errors, and in [20], it was extended for the construction of
error-correcting codes for balanced multi-permutations in the
Kendall z-metric. For the completeness of the results in the
paper, we will review the full details of this method, with some
modifications which will be explained later in the section.
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Let Z/qv be the set of all vectors of length N over the

alphabet Z,. For any two vectors X,y € 7N, the Lee distance
dr(x,y) is defined by

N
dp(x,y) = > min{lx; — yil,q — lx; — yil}.
i=1

The Lee weight of a vector x € Z(IIV is defined
as wr (x) = dr(x,0), where 0 is the all-zero vector. A vector
X = (x1,x2,...,Xs5) € [0,b]°, where b and s are two positive
integers, is called monotone if x; > xj41,forall 1 <i <s—1.

Denote by [0, b] the set of all monotone vectors in [0, b]°.
Let

AM) 10, m0172 5 [0, 721 x -+ x [0, npg 2.
Lemma 4: For every multi-set M,

JAM)| = [S(M)].
Proof: For every positive integers b and s the size
of [0, ] is equal to the number of choices of s elements
from [O,Z], with repetitions, i.e.

b+s
1[0, 61| = ( )
S
Therefore,

LAM)| = (m +m2) . (nz +m3) ..... (n[_1 -i-mg)
my ms3 me

l n 4 n ¢ "
i i i
- g (mt) B g (ni 1) B 111 ni—1'm;!
n! n!
- = = |S(M)|.
n! [Ty mit Tl mi!
O
Define the following mapping w SM) - AWM).

For every o € S(M), w(o) is the vector x € A(M),
X = (x2,X3,...,X¢), where for each i €[2,¢], x;, =
(xi1,%i2,...,%i.m;), and for each r € [m;], x; , is the number
of ranks v;, for all j <i, which appear to the right of (v;),.
That is,

-1 -1
o def .y L0 ((0))s) > a7 ((0i)r),
xl,r - [(J’S) . J < i, = [ml] .
Note, that for every i € [2,€] and r € [m;], we

have x;, € [0,n;—1]. Moreover, if r < m; then since (v;)r+1
appears to the right of (v;), it follows that x;, > Xx;,41.
Hence, x; € [0, n;,_1]% for all i € [2,£] and thus x € A(M),
i.e. the mapping v is_correctly defined.

Example 7: If M = {13,22,3%}, ¢ = [3,1,3,1,2,1,2],
and y(o) = X = (x2,%3), then A(M) = [0,3]% x [0,5]%
and x3 = (1,0), since in the multi-permutation o the rank 1
appears once to the right of 21, while it does not appear to
the right of 2,. Similarly, x3 = (5,4), since in the multi-
permutation ¢ there are five elements smaller than 3 to the
right of 31 and four elements smaller than 3 to the right of 3».
Thus, x = ((1,0), (5,4)) € A(M).

Lemma 5: The mapping v is bijective.
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Proof: By Lemma 4, we have that |S(M)| = |A(M)],
and hence it is sufficient to prove that the mapping y is an
injection.

For two distinct multi-permutations o,7 € S(M),
let x = w(o) and y = w(x). Let b € [n] be the largest
integer such that o(b) #x(b) and let o(b) = (v;),
and 7(b) = (vj)s, where i,jel[l], i #j, re[m],
and s € [m;]. Assume w.l.o.g. that j < i and let ¢ € [n] be
such that 7 (¢) = (v;),. Since [c (b+1),0 (b+2),...,0(n)] =
[z(b + 1),z(b + 2),...,7(n)] it follows that ¢ < b and
every rank v,, where xk < i, that appears to the right of (v;),
in o, also appears to the right of (v;), in #. Moreover, the
rank (v;)s appears to the right of (v;), in 7, but notin o.
Hence, yi, > x;, + 1. Thus, x # y, which implies that y is
an injection. d

Remark 1: A mapping similar to w was defined in [20] for
balanced multi-permutations. Here, we extend it for arbitrary
multi-permutations and also we restrict its range such that the
mapping is bijective. The importance of knowing the image of
the embedding is twofold. The first aspect is that it facilitates
encoding. Once the image of the embedding is known, one
can encode massages directly to the image, for example by
using the enumerative encoding algorithm of Cover [10]. The
second aspect is code constructions. By Theorem 2, given in
the sequel, it follows that by constructing error-correcting-
codes with the Lee distance that have a large intersection
with the image of the mapping vy, one can construct large
error-correcting codes in S(M) in the Kendall t-metric.

The following lemma was proved in [16] for permutations
and in [20] for balanced multi-permutations. The generaliza-
tion of the lemma and its proof for multi-permutations is
straightforward.

Lemma 6: For any two multi-permutations o,n € S(M)
we have

dr(y (o), y(x)) < dk (o, 7).

The proof of Lemma 6 is based on the observation that
the mapping w induces an embedding of the graph G (M)
into the graphic representation of Zg ™', where ¢ > n¢_i, in
the Lee metric. That is, if e = {0, 7} is an edge in G(M)
then w(e) = {w(o), w(xn)} is an edge in the related graph of
the space Zy "' with the Lee distance. The set A(M) is a
subset of Zy~ ™', where ¢ > n¢—1. Hence, d(y(c), v (7)) <
dg (o, m) for every two multi-permutations o, 7 € S(M).
We are now in a position to present the main construction
of error-correcting codes in S(M), which is a generalization
of the constructions in [1], [16], and [20].

Construction 1: For a code Ct C Zg ™, where g > ne_y,
define the code CX C S(M) as follows.

K5 e SIM) : w(o) eChy.

Theorem 2: IfCL C szm‘, where g > n¢—1, is a code with
minimum Lee distance d then the code CX < S(M) from
Construction 1 has minimum Kendall t-distance at least d
and |CX| = |CF N AM)|.

Proof: By the definition of CX and by Lemma 5 it follows
that for every two distinct codewords o, 7 € CX, their images
under the mapping v, y(c) and w(x), are distinct codewords
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of CL. Since the minimum Lee distance of C* is at least d and
by Lemma 6 it follows that dx (¢, 7) > di(y(c), w(z)) > d.
Hence, the minimum Kendall 7-distance of CX is at least d.

By Lemma 5 we have that w is a bijection and
therefore |CX| = |CL N A(M)]. 0

B. Error-Correcting Codes for Multi-Permutations

By Theorem 2, error-correcting codes in S(M) with the
Kendall r-distance can be constructed from error-correcting
codes over Zy "' with the Lee distance. Next, we present
some of the known constructions of error-correcting codes
in the Lee metric and use Theorem 2 to obtain error-
correcting codes in S(M) and to estimate the size of these
codes.

First, we consider single-error-correcting codes in the Lee
metric. Golomb and Welch [14] presented the following
construction of perfect single-error-correcting codes in the
Lee metric.

Construction 2: For every positive integer N and for every
g € Zyn+1, define the code CgL C ZQINH as follows.

N

C;déf[erjzvNH Zi-xizg(modZN—}-l)}.
i=1

Theorem 3 [14]: For every positive integer N and for every

8 € Zon+1, the code Cé{‘ from Construction 2 is a single-error-

correcting code in ZQ’N 41 With the Lee distance.
Construction 2 was used in [16] to obtain single-error-
correcting codes for permutations with the Kendall z-distance.
Combining Constructions 1 and 2, we conclude with the
following construction.
Construction 3: Assume that 2(n — my) + 1 > ne_y. For

every g € Lo(n—m)+1, let CgL - Zg(;"ilml)ﬁ be the code from

Construction 2. Define the code Cé{( C S(M) to be the code
that is obtained from Construction 1 by taking CL to be the
code CgL, that is, CgK ={c e SM) : w(o)e Céf}.

We finally summarize this discussion with the following
corollary.

Corollary 2: If 2(n — my) + 1 > ng_y, then for
every g € ZLo(u—m;)+1, the code Cé{( C S(M) from Construc-
tion 3 is a single-error-correcting code in the Kendall t-

metric. Moreover, there exists g§ € Zypu—m+1, for
hich CK > [S(MD]
which | g | = 2(n—mp)+1°

Proof: By Theorems 2 and 3 it follows that for

every g € Zju—m;)+1, the code Cf from Construction 3
is a single-error-correcting code in the Kendall z-metric.
By Lemma 5 it follows that y is injective and hence by
the pigeon-hole principle there exists g € Zy(—m)+1 for

: K [S(MD)I
which |Cg I > m U

Next, we review known constructions of z-error-correcting
code in the Lee metric over Zg’ . The following construc-
tion is a variation of codes which were first proposed by
Varshamov and Tenengolts [24] (see also [1]) for the correction
of a single asymmetric error.

Construction 4: Let F > N, g € Zp, and
let hi,hy, ..., hy be integers, 0 < h; < F forall 1 <i < N.
Assume that for every ee€ Zg with wp(e) <t, the
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sums Zl]\lzl e;j -h; are all distinct modulo F. Define the
code Cé’, C ZII}’ as follows.

[ def
Cor = [x

Theorem 4 [1]: The code Cé’ , from Construction 4 is
a t-error-correcting code in the Lee metric over ZI}’ .

Construction 5: Let F > max{n — my,n¢e—1}, g € Zr,
and let hi,ha,...,hy—y, be integers, 0 <h; < F for
all 1 <i<n-—m. Assume that for every e€Zy "
with wr (e) < t, the sums >_;_"" e; - h; are all distinct mod-
ulo F. Let CgL,, C Z'};ml be the code from Construction 4
that corresponds to these choices of F and h;’s. Define the
code Cgt C S(M) to be the code that is obtained from
Construction 1 by taking CL 10 be Cé{‘,,, that is, C(g{f, ={o €
S(M) : w(o) eC(g{‘,,}.

The following corollary is an immediate consequence of
Theorems 2 and 4.

Corollary 3: The code Cﬁt C S(M) from Construction 5
is a t-error-correcting code in the Kendall t-metric.

For every two positive integers M and ¢ let

N
EZ% : Zx,--h,-zg(mod F)}.
i=1

t(t+ 1M, tis odd

FM,1) € .
t(t+2)M, tis even.

In order to use Construction 4 we need the following theorem
by Barg and Mazumdar [1] which is based on a result of
Bose and Chowla [4] for asymmetric error-correcting

codes.

Theorem 5 [1]: If q is a power of a prime and
M = (¢'"" — 1)/(g — 1) then there exist integers
hi,ha, ..., hgt1, O0<hi <FM,t) for all 1<i<gqg+1,
such that for all ec€ Z(II,U,IJ), with wr(e) <t, the
sums Z?:} ejh; are all distinct modulo F (M, t).

Construction 4 for f-error-correcting codes in the

Lee metric, combined with Theorem 5, was used in [1]
to construct t-error-correcting codes for permutations with
the Kendall 7-metric, and also used in [20] to construct
t-error-correcting codes in the Kendall 7-metric for
balanced multi-permutations. By combing Construction 4,
Construction 5, and Theorem 5 we have the following
corollary.

Corollary 4: For M =  (q'T! /(g — 1),
where gq+1>n—my, q is a power of a prime,
and F(M,t) > nge_y, there exists a t-error-correcting
code C C S(M) in the Kendall t-metric, whose size

satisfies |C| > %

Proof: For F = F(M,t), it follows by Theorems 4
and 5 that there exist integers hi, ho, ..., hp—pm,, 0 <h; < F
for all 1 <i <n—my, such that for every g € Zp, the
code CgL, , € Z7™ from Construction 4 that corresponds to
these choices of F and A;’s is a t-error-correcting code in the
Lee metric. Since F > ny—1 and by Corollary 3, it follows
that for every g € Zp, the corresponding code Cé{(’, c S(M)
from Construction 5 is a ¢-error-correcting code in the Kendall
r-metric. By Lemma 5, it follows that y is injective and
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hence by the pigeon-hole principle there exists g € Zr for
which |CX,| > 5C0 O

C. Fartitions Into Error-Correcting Codes

In this section we discuss partitions of S(M), and in
particular of S, into error-correcting codes with the Kendall
7-distance. These partitions will be derived from partitions
into codes with the Lee distance. The partitions will be used
later as the first ingredient of the construction presented in
Theorem 1 to produce systematic error-correcting codes for
permutations and multi-permutations.

Constructions 2 and 3 can be used to partition S(M), and
in particular S, into single-error-correcting codes with the
Kendall 7-metric.

Theorem 6: If 2(n — m1) + 1 > ne_y then there exists a
partition of S(M) into at most 2(n — my) + 1 single-error-
correcting codes in the Kendall t-metric.

Proof: For every g € Zy(—m)+1, it follows from Theo-
rem 3 that the code C&f C Z;(_n"i‘ml) 4 from Construction 2 is a
single-error-correcting code in the Lee metric. By Corollary 2
it follows that for every g € Z(;,—m,)+1, the code Cf CSWM)
from Construction 3 is a single-error-correcting code in the
Kendall 7-metric.

The set {Cy g € Zop-m)+1} forms a partition
of Zg(;"ilml) 1 into single-error-correcting codes in the Lee

metric. By Lemma 5 it follows that y is an injection and
therefore the set {Cf g € Zo(u—m)+1} forms a partition
of S(M) into single-error-correcting codes in the Kendall
T-metric. (]

Construction 4, Construction 5, and Theorem 5 provide us
with partitions of S(M), and in particular Sk, into ¢-error-
correcting codes in the Kendall 7-metric.

Theorem 7: For M = (¢'t' — 1)/(q — 1), where g + 1 >
n —my, q is a power of a prime, and F(M,t) > n¢e_y,
there exists a partition of S(M) into at most F(M, t) t-error-
correcting codes in the Kendall t-metric.

Proof: For F = F(M, ), it follows by Theorems 4 and 5
that there exist integers Ay, ha, ..., hy—m,;, 0 < h; < F for
all 1 <i < n — my, such that for every g € ZF, the code
Cg{‘, ; € Z'Fm‘ from Construction 4 that corresponds to these
choices of F' and h;’s is a r-error-correcting code in the Lee
metric. Since F > ny_1 and by Corollary 3, it follows that
for every ¢ € Zp, the corresponding code Cé{f, c SWM)
from Construction 5 is a t-error-correcting code in the Kendall
T-metric.

The set {C(g{‘, . g € Zr) forms a partition of Zj ™'
into t-error-correcting codes in the Lee metric. By Lemma 5
it follows that y is an injection and therefore the set {Cgf [

g € Zr} forms a partition of S(M) into t-error-correcting
codes in the Kendall 7-metric. (|

VI. CONSTRUCTIONS OF SYSTEMATIC
ERROR-CORRECTING CODES
FOR PERMUTATIONS

In this section we construct (n,k) systematic t-error-
correcting codes for permutations. We distinguish between
three cases for the value of ¢, namely t = 1, fixed ¢, and
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t = © (k) where € > 0. In all three cases we apply Theorem 1
with its two ingredients of partitions and multi-permutation
codes. For the first ingredient of the partition of S; we use the
results from Section V-C. For the cases where r = 1 and ¢ is
fixed, we provide explicit constructions of multi-permutation
codes as the second ingredient. Lastly, for t = @ (k€) we use
the multi-permutation codes from Corollary 4.

We first construct systematic single-error-correcting codes.
To this end we need the following simple observations.

Construction 6: For a code C < S(M) and a multi-
permutation y € S(M), define the codes C¢, C;f C C as
follows.

C; def {oc €C : dg(o,y) =0 (mod 2)} and
def

C; ={oe€C : dg(o,y)=1 (mod 2)}.

Theorem 8: If C < S(M) is a code with minimum
Kendall t-distance 2t + 1, for some t > 0, then for every
multi-permutation y € S(M), the codes Cj and CJ from
Construction 6 have minimum Kendall t-distance at

least 2t + 2 and max{lC; [, |C;|} > ‘g—l
Proof: Lemma 2 implies that for every y € S(M),
the minimum Kendall 7-distance of C; and C;’ is even and

since the minimum distance of C is 2¢ + 1 it follows that the
minimum distance of both Cj and C)‘,’ is at least 2t 4 2. Clearly,

the size of C; or C;’ is at least Qz‘ and the lemma follows. [
Corollary 5: There exists a code in S(M) with minimum

Kendall t-distance 2 and of size at least %M)l
Theorem 9: For every integer k > 1, there exists a (k+2, k)
systematic single-error-correcting code.

Proof: Since 2(k—1)+1 > k—1 and by Theorem 6, there
exists a partition of Sx into at most 2(k — 1) + 1 single-error-
correcting codes in the Kendall 7-metric. By Corollary 5, there
exists a code in S(My,2) with minimum distance 2 and of

size at least MQHN For all £k > 1, we have that W =
U‘—”@ > 2(k— 1)+ 1 and hence by Theorem 1 it follows
that there exists a (k + 2, k) systematic single-error-correcting
code. O

Next, we construct (k + ¢t + 1,k) systematic ¢-error-
correcting codes, where ¢ is a fixed integer and k is sufficiently
large. For this task we need the following construction of
multi-permutation codes in S(Mjy ) of minimum Kendall
7-distance 2¢.

Construction 7: For all positive integers k, r, and t, define
the code Cy ;1 € S(My ) as follows.

Cori & o e s(My,) - OW) =0Jorall j e [k—i—r]].

such that j # 1 (mod 2t)

Theorem 10: The code Ck.r,, from Construction 7 has min-

imum Kendall t-distance at least 2t and size ([kl’r#—‘)r'
Proof: For two distinct codewords o, 7 € C,;, there
exists j = 1 (mod 2¢) such that o(j) # #(j). Assume
w.lo.g. that o(j) # 0. Since nonzero elements appear
only in positions which are congruent to 1 modulo 2¢ and
since 7 (j) # o (j) it follows that |z ~!(c (j)) — j| > 2¢. Any
sequence of adjacent transpositions that transfer ¢ to 7 must
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exchange o (j) at least |z ~'(o(j)) — j| times. Therefore, at
least 2t adjacent transpositions are required to transfer ¢ to 7.
Hence, the minimum distance of Cy ,, is at least 2f.

ktr .
The size of Cp,; is ([ z W)r!, since there are 1‘2#1
positions which are congruent to 1 modulo 2¢, and there are

+r

([k?—‘)r' distinct ways to distribute the r distinct nonzero
elements k + 1,k +2,...,k + r, in these positions. [l
Theorem 11: For a fixed positive integer t and for suffi-
ciently large k, there exists a (k+t+ 1, k) systematic t-error-
correcting code.
Proof: There exists a power of a prime g (e.g. a power
of 2) such that k —2 < g <2k. If M = (¢'t' = 1)/(g — 1)
then F(M,t) > t(t+1)M >2(g+1) >2(k—-1) > k—1.
By Theorem 7, it follows that there exists a partition of S
into at most F (M, t) t-error-correcting codes in the Kendall
r-metric. By Theorem 10, it follows that the code Ci ,;
from Construction 7, where r = ¢ + 1, is a code with

ktt+1
minimum Kendall z-distance 2¢ and of size ([ o w)(t + 1.

k+1+1
Since ([ ti’l w)(t + 1) = ]_[ﬁzo(rk“g—tJrl — i) it follows that

k+t41 k ¢ 1 t+1
([ 2 )(t+1)!2(7+2t+ —t) .

t+1

Since ¢ is fixed, it follows that for sufficiently large k we have
that

2t )

For every x > 2 we have that (x'*! — 1I)/(x — 1) < 2x'.
Hence, M < 2q' < 2/*'k" and therefore by (3) it follows that

Corsl = 1(t +2)2T k" > t(t +2)M > F(M, 1).

k t 1 t+1
(l _ t) > 1t +2)2 MK

By Theorem 1 we conclude that there exists a (k +¢ + 1,k)
systematic t-error-correcting code. O

In the next theorem we analyze the number of redundancy
symbols in an (n, k) systematic ¢-error-correcting code, where
t = ©(k¢) and € > 0. The proof is given in Appendix A.

Theorem 12: Let k > 1 be an integer, t = O(k) be a
positive integer, and r = [ut], such that r — 1 is a power of
a prime and

- 14+€ for0<e<l
1+1 for1 <e

Then, for sufficiently large k there exists a (k-+r, k) systematic
t-error-correcting code.

VII. SYSTEMATIC ECC FOR MULTI-PERMUTATIONS

In this section we generalize the construction in
Theorem 1 to obtain systematic error-correcting codes for
multi-permutations. The first question that we face is
how to define systematic error-correcting codes over multi-
permutations? In the most general definition we have a multi-
set IC of size k with information symbols and a multi-set R
of size r with redundancy symbols.! The intersection between

IThe size of a multi-set refers to the total number of symbols, including
repetitions.
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K and R must be empty, i.e. X and R do not have com-
mon symbols. The codewords are multi-permutations over the
multi-set?> K U R. The number of codewords must be the
number of distinct multi-permutations over the multi-set K.
In a (KU R,K) systematic code C each multi-permutation
over the multi-set /C appears exactly once as a sub-multi-
permutation of a codeword from C, which consists exactly
from all the symbols of K. Note, that K might be a set,
which implies that multi-permutations over K are simply
permutations in S;. The construction for systematic multi-
permutations will be a direct generalization of the construction
in Theorem 1. Instead of the multi-set My , we use the multi-

set My g defined by M & {05} UR, where 0 ¢ R.

For two multi-permutations ¢ € S(K), p € S(MyR),
the assignment of ¢ in p results with the multi-permutation
a =0 » p e S(KUR) obtained by substituting o, in its
order, in the k positions in which 0 appears in p.

Example 8: If I = {1%,22,3}, R = {42,5%}, p = [0, 4,5,
0,0,5,0,4,0,5), ando =[1,3,2,2,1] then KUR = {12, 22,
3,4%,5%and o » p =[1,4,5,3,2,5,2,4,1,5] € S(CUR).

The generalization of the construction in Theorem 1 is
described in the next theorem, which is proved along the same
lines as Theorem 1.

Theorem 13: Let Cy,Ca,...,CFr be a  partition
of S(K) into t-error-correcting codes in the Kendall
t-metric, and let Cpuyy < S(MyR) be a code with
minimum Kendall t-distance 2t and of size at least F.
Let p1,p2,...,pr be distinct elements in Cyyy;. Then the

code C C S(KUR) defined by

C:Ule{a »p; o€l
is a (K UTR,K) systematic t-error-correcting code in the
Kendall t-metric.

As for permutations, the challenge for systematic multi-
permutation codes is to minimize the number of redundancy
symbols of the codes. However, for systematic error-correcting
codes for multi-permutations there is a tradeoff between the
number of the redundancy ranks and the magnitudes of their
multiplicities. For example, in a (]CUR, K) systematic code for
multi-permutations, where R has only one redundancy rank o,
the multiplicity of v might be large. However, if R has two
redundancy ranks then the sum of their multiplicities should be
smaller. The construction in Theorem 13 allows any desirable
number of redundancy ranks.

Although Theorem 13 can be applied for every multi-set X
and for various choices of the number of redundancy ranks and
their multiplicities, we will apply it only for /IC and R such that
K and L UTR are both balanced multi-sets. Hence, w.l.o.g. we
assume in the rest of this section that L = {1,2™, ..., ("}
and R = {({+ D™, (£ +2)",..., (£ + )™}, which implies
that k = £m. We also define for every three positive integers
m,{, 0 the set My, = {05} U{(€+ )", (£ +2)",...,
(¢ + p0)"}. Note, that for balanced multi-permutations
M r = M, Furthermore, M, ¢, is a generalization

2The union K UR of the multi-sets K and R is again a multi-set. If v is a
rank in /C or R with multiplicity m then, since K and R do have a rank in
common, v is a rank in & U R of multiplicity m.
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of the multi-set My ,, which is the same multi-set
as M k.r.

Theorems 9, 11, and 12 can be generalized for balanced
multi-permutations assuming that the multiplicity m is fixed
and the number of information ranks ¢ is sufficiently large.
In the next example we will demonstrate the extension of
Theorem 9 for multi-permutations with multiplicity 2.

Example 9: Let K = {12, 22, R 6’2} be a multi-set which
consists of k = 2€ information symbols, R = {{+1, {+1}, and
M =2(k—2)+1. Then My r = Mac1 = {05 €+ 1,0+1).
Since 2(k —2) + 1 > k — 2 and by Theorem 6, there exists
a partition of S(K) into at most 2(k — 2) + 1 single-error-
correcting codes in the Kendall t-metric.

By Corollary 5, there exists a code in S(Maye1) with

minimum distance 2 and of size at least w =(k+2)

(k-+1)/4. For all k > 1, we have thar $32XD > 5 _2) 41
and hence, by Theorem 13, there exists a (KUR, K) systematic
single-error-correcting code.

Next, we will show the generalization of Theorem 11 for
balanced multi-permutations. For this purpose, we will first
present an extension of Construction 7.

Construction 8: For every positive integers m, €, p, and t
define the code Cyy 0,91 € S(Myne,0) as follows.

c(j)=0,Vjelm+o)]
such that j # 1 (mod 2t) |’

The next theorem is proved similarly to the proof of
Theorem 10.
Theorem 14: The code Cy ¢, from Construction 8 has

[W;ﬂ (mo)!
- . . ] !
minimum distance 2t and size ( o ) e

Theorem 15: For three positive integers t, m, and o
and for K = {1M,2",...,{"} and R = {({ + )",
C+2)", ..., (C+0)"}, if € is large enough and mp >t + 1
then there exists a (K U R, K) systematic t-error-correcting
code.

Proof: Let k and r be the size of the multi-sets IC
and R, respectively, i.e. k = mf and r = mp. There
exists a power of a prime ¢ (e.g. a power of 2) such
that k—m—1<g<2k. If M = (¢'T' — 1)/(g — 1)
then F(M,t) > 2(k —m) = 2m (¢ — 1) and since m and g are
fixed, it follows that F(M,t) > m(f + o — 1), for sufficiently
large £. Hence, by Theorem 7, there exists a partition of S(K)
into at most F (M, t) t-error-correcting codes in the Kendall
r-metric. By Theorem 14, it follows that the code Cp, ¢,,,; from
Construction 8 is a code with minimum Kendall z-distance 2¢
and of size ([%W)ﬁ Since ([%W)r' = [TiZo (5] ),
it follows that

k+r r
( er -|)r! > (% —(r— 1)) . 4)

Note that M < 2¢" < 2(2k)" and F(M,t) < t(t +2)
M < 2t(t + 2)(2k)'. Since t, r, m, and p are fixed
and r > t 4 1, it follows that for sufficiently large £ we have
that

((k+r)/2t —(r —1))"

(ml)e

def

Cint00 = [0' € S(Min,e,p) :

>2t(t +2)(2k)' > F(M,1). (5)
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Combining (4) and (5) we conclude that |C,, ¢,5:| = F(M, 1)
for sufficiently large ¢. Since, Cu ¢, iS a code of size
at least F(M,t) and with minimum Kendall 7-distance 2t,
it follows by Theorem 13 that there exists a (X U R, K)
systematic ¢-error-correcting code. d

VIII. A LOWER BOUND ON THE NUMBER
OF REDUNDANCY SYMBOLS

In this section we will present an asymptotic lower bound on
the number of redundancy symbols in a (CUR, K) systematic
t-error-correcting code, where ¢ is fixed.

For a multi-set M and for a multi-permutation ¢ € S(M),
the ball of radius ¢ centered at o is the set

B(o,t) ={mx € SM) : dg(o,n) <t}

Note, that the size of the ball B(o, t) depends on the choice
of its center o. A sphere packing upper bound on the size
of a z-error-correcting code in S(M) is presented in the next
lemma.

Lemma 7: If C C S(M) is a t-error-correcting code in the
Kendall t-metric then

IS(M)I
min, esuvy (1B, 1)1}
In order to apply the upper bound from Lemma 7 we need
a lower bound on the size of a ball of radius ¢ in S(M).

Lemma 8: For two integers £ and t, £ > t > 1, for a multi-
set M with € ranks, and for a multi-permutation o € M we

have
B(o,t) > (f)

Proof: Assume w.l.o.g. that for every i € [£], there does
not exist j > i such that (v;); appears to the right of (v;); in
o (otherwise, the ranks of M can be relabelled such that this
assumption will hold for the multi-permutation corresponding
to the relabeling of ¢). From this assumption it follows that
o(1) = vy and for every i € [2,{], if o(k) = (v;)1 then
o —1)=v; forsome 1 < j <.

Denote by B the set of all binary vectors
(b1, b2, ..., be—1) € {0, 1)1, such that > ‘"lp; < 1.

The size of B is given by the expression ZZ):O (f;l). In

particular,
£—1 £—1 14
sz () (20) - ()
t t—1 t

For every b = (b1,ba,...,be—1) € B, let Supp(b) =
{i € [€—1] b;i = 1}. By the definition of B it
follows that |[Supp(b)| < ¢ for every b € B. Define the
mapping ¢ : B — B(o,t) as follows. Given a vector b € B,
ifl <i)p <ip < -+ < iy < {—1 are the elements
of Supp(b) then for every s € [w], let 5 = o~ (v, +1)1)-
By the assumption on ¢ we have that x; > 2 and
o(s — 1) = v; for some 1< j <iy+ 1. Let 7y be the
adjacent transposition that exchanges the elements in posi-
tions x; — 1 and k. Define ¢ (b) to be the multi-permutation

IC| <
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obtain from ¢ by applying the sequence of adjacent transpo-
sitions 71, 72, . . ., Ty.> Since dg (o, (b)) < w < t it follows
that ¢(b) € B(o, 1), i.e. ¢ is correctly defined.

By the assumption on ¢ it follows that if x = w(o),
X = (X2,X3,...,X7), where X; = (X;1,%X,2,...,Xim;) for
all i € [{], and y = w(¢(b)), y = (¥2,¥3,...,¥¢), where

Yi = (i1, Yi,2, .- .» Yim;) for all i € [£], then
[Xi,l +bi—1, r=1
Yigr = .
Xirs otherwise,

for all i € [£], r € [m;]. This is because ¢(b) is obtained
from ¢ by w adjacent transpositions that exchange each of
the w ranks of the form (v;), where i € [2,¢] and b;—; = 1,
with a rank v; that appears to the left of (v;);, where j < i.
Therefore, the number of elements smaller than (v;), that
appear to the right of (v;), is increased by one if r = 1
and b;_1 = 1, and remains unchanged otherwise.

Hence, b is uniquely determined from o and ¢ (b), using the
mapping y, and therefore ¢ is an injection. Thus, |B(o, )| >

18 = (4). O

We can now apply Lemmas 7 and 8 to derive a lower bound
on the number of redundancy symbols.

Theorem 16: For two fixed positive integers t and m, if
K = ", 057, ..., 0, } is a multi-set with  ranks, where
€ is sufficiently large and m; < m for all i € [{] then every
(K UR, K) systematic t-error-correcting code uses at least t
redundancy symbols.

Proof: LetC be a (KUR, K) systematic t-error-correcting
code and let k£ and r be the number of information and
redundancy symbols, respectively. We have

(@ [ISICUTR)] _®) (k+r)!

C|l < _
= (f) - Hf:l mi!w;!')l
kK\(k+r) tWk+r)
<© = 1S()
T, mC8 ~ =1y
t'(m€ +r)”
=< ft),)lS(/C)l

where inequality (a) follows from Lemmas 7 and 8, inequality
(b) follows from (f) > “—?fﬁ and [SICUR)| < % and
inequality (c) follows from [];_, (k+i) < (k+r) . Ifr <t—1
then since m and ¢ are fixed, it follows that t!(m¢ + r)" is
a polynomial in ¢ of degree at most t — 1, while (£ — )’
t!(ml+r)"
(=)
sufficiently large £, and therefore |C| < |S(K)|, a contradiction
to the assumption that C is a (X U'R, K) systematic. O
Theorem 16 implies that for every balanced multi-set
K = {1m,2m, ..., ™}, where ¢ is large enough, at least ¢
redundancy symbols are needed in order to construct
a (KUR, K) systematic z-error-correcting code. On the other
hand, Theorem 15 states that if £ is large enough then our
method can be used to construct a (K U R, K) systematic
t-error-correcting code with only # + 1 redundancy symbols
(where CUR is also a balanced multi-set and m divides #+1).

< 1 for

is a polynomial in ¢ of degree ¢. Hence,

3For every s € [w — 1], we apply the adjacent transposition 75 before the
adjacent transposition 7.
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The analysis conducted in the proof of Theorem 15 is also
valid when the multiplicities of the ranks in X are bounded
by a fixed integer m, whereas the number of information
ranks is sufficiently large. In this case the minimum number
of redundancy symbols of a (K U R, K) systematic f-error-
correcting code is ¢ or ¢ + 1.

The bound from Theorem 16 holds also for permutations.
That is, the number of redundancy symbols in an (n,k)
systematic 7-error-correcting code is at least #. As in the multi-
permutations case, Theorem 11 provides a code with ¢ + 1
redundancy symbols, when the number of information sym-
bols is sufficiently large. For systematic single-error-correcting
codes, the code from Theorem 9 uses two redundancy sym-
bols. If the number of information symbols k equals p — 1,
for some prime p, then the code construction from Theo-
rem 9 is optimal. This observation is concluded from the
result from [6], which implies that the size of a single-error-
correcting code in Si4+1 with the Kendall 7-metric is less
than k!. Hence, there does not exist a (k + 1, k) systematic
single-error-correcting code. This observation verified that
if kK 4+ 1 is a prime, Constructions A and B from [27] are
also optimal.

IX. CONCLUSION

We have considered constructions of systematic error-
correcting codes over permutations and multi-permutations
with the Kendall 7-distance. The constructions are based on
error-correcting codes for multi-permutations. The main result
is that for a large enough integer k, a positive integer t =
®(k€), and r = [ut], such that r — 1 is a power of a prime,
there exists a (k 4 r, k) systematic ¢-error-correcting code if

14+4€e for0<e<l1
l—}—% for 1 <e.

In case that ¢ is fixed, then our construction uses r =t + 1
redundancy symbols for k sufficiently large, while a lower
bound on the number of redundancy symbols is shown to be 7.

APPENDIX A

The goal of this appendix is to prove Theorem 12, i.e. to
show that for a large enough integer k, a positive integer
t = ©(°), and r = [ut], such that r — 1 is a power of
a prime, there exists a (k + r, k)-systematic f-error-correcting
code if

1+e forO0<e<1
> 141
+ 2 for 1 <e.

Proof of Theorem 12: The case where ¢ is fixed, i.e. € =0,
is an immediate consequence of Theorem 11. Henceforth, we
will assume that € > 0.

There exists a power of a prime g such that k — 2 < g < 2k.
If M= (gt —1)/(g—1) then F(M,t) >2M >2(g+1) >
2(k — 1) > k — 1. Hence, by Theorem 7, there exists a
partition of S into at most F (M, t) t-error-correcting codes
in the Kendall r-metric. We will show that for sufficiently
large k there exists a code in S(My ) with minimum Kendall
r-distance at least 2t and of size at least F(M,1).
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Hence, by Theorem 1 we will conclude the existence of
a (k + r, k) systematic t-error-correcting code.

If My = ((r - 1)t+1 - 1)/(!” - 2) then F(Mmult,t) >
r' > u'tt > c’lqué, for some constants ci,c, and for
sufficiently large k. Since € > 0 and p is fixed, it follows
that F(Myuit,t) > k +r — 1, for a sufficiently large k.
Since r —1 is a power of a prime and by Corollary 4, it follows
that there exists a t-error-correcting code Cpyir € S(Myg,,) in

the Kendall z-metric, whose size satisfies |Cyu1;| > %
We will show that for large enough k,
S(M
F(Mmulta t)

and conclude that |Cpy| > F(M, t).

For every x > 2 we have that (x’t!—1)/(x —1) < 2x’, and
therefore M < 2(2k)" and M,,,;; < 2r'. For every x > 2 we
have that x (x+2) < 2x2, and since € > 0, it follows that ¢ > 2,
for sufficiently large k, and # (r +2) < 2¢2. Therefore, we have

ISMe)l Gk +1)!
F(Mypuie, t) ~ k12622rt°
Similarly, we obtain the following upper bound on F (M, 1).

F(M, 1) <t(t +2)M < 2*M < 2:*2(2k)" = 4:>(2k)".

To verify inequality (A.l), it is enough to prove that for
sufficiently large k,

(k +71)! o
—— >4t (2k A2
k126227t = kY’ (A-2)
or equivalently
k !
(%r) > 16¢4 (2k)'. (A3)

We distinguish now between two cases:

1) For0 <€ < 1,sincer = O(t) and t = O (k¢), it follows
that r’ < c{k¢ for some constant ¢; and sufficiently
large k and therefore

16t4rt(2k)l‘ < Ctk4E+Et+l‘ — ktlogk C+4€+€l‘+t, (A4)

for some constant ¢ and sufficiently large k. If x > 1+¢
and k is sufficiently large then

4e
,uzlogkc—i—T—i-f-i-l,

and therefore

k,llt 2 ktlogk C+4€+€I+t. (AS)

Since &0 > k7 > kA and by (A4) and (A5), it
follows that inequality (A.3) is satisfied.

2) For € > 1, it follows that k = O(r). For every n > 1
we have the following bounds on n! [25, p. 54]

nn+1/267n <nl < nn+1/267(n71)‘

Therefore,

(k + r)kHr+1/2p=k=r
k172 p—(k—T)

(c1r)" = (ein)",

k+r)! _
K

(A.6)
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for some constant c1, and sufficiently large k. Sincle t =
O(r) and k = O(r<), it follows that k' < chre’ for
some constant ¢ and sufficiently large k and therefore

_ 1 1
e /”16t4rt (2]{)1 < Ctr4+t+ft — rt log, C+4+t+€t’ (A7)

for some constant ¢ and sufficiently large k. If u > 1—}—%
and k is sufficiently large then

4 1
u>log.c+—-+-+1,
t €
and therefore

1
(clr),ut > c,ilfrtlog,0+4+f+gl‘. (A8)

Combining (A.6), (A.7), and (A.8), it follows that
inequality (A.3) is satisfied. d

REFERENCES

A. Barg and A. Mazumdar, “Codes in permutations and error correc-
tion for rank modulation,” IEEE Trans. Inf. Theory, vol. 56, no. 7,
pp- 3158-3165, Jul. 2010.

J. Bierbrauer and K. Metsch, “A bound on permutation codes,” Electron.
J. Combinat., vol. 20, no. 3, pp. 1-12, Jul. 2013, paper P6.

I. F. Blake, “Permutation codes for discrete channels (Corresp.),” IEEE
Trans. Inf. Theory, vol. 20, no. 1, pp. 138-140, Jan. 1974.

R. C. Bose and S. Chowla, “Theorems in the additive theory of
numbers,” Commentarii Mathematici Helvetici, vol. 37, pp. 141-147,
Dec. 1962.

S. Buzaglo and T. Etzion, “Perfect permutation codes with the Kendall’s
t-metric,” in Proc. IEEE Int. Symp. Inf. Theory, Honolulu, HI, USA,
Jun./Jul. 2014, pp. 2391-2395.

S. Buzaglo and T. Etzion, “Bounds on the size of permutation codes
with the Kendall z-metric,” IEEE Trans. Inf. Theory, vol. 61, no. 6,
pp- 3241-3250, Jun. 2015.

S. Buzaglo, E. Yaakobi, T. Etzion, and J. Bruck, “Error-correcting codes
for multipermutations,” in Proc. IEEE Int. Symp. Inf. Theory, Istanbul,
Turkey, Jul. 2013, pp. 724-728.

S. Buzaglo, E. Yaakobi, T. Etzion, and J. Bruck, “Systematic codes for
rank modulation,” in Proc. IEEE Int. Symp. Inf. Theory, Honolulu, HI,
USA, Jun./Jul. 2014, pp. 2386-2390.

F. Farnoud, V. Skachek, and O. Milenkovic, “Error-correction in flash
memories via codes in the Ulam metric,” IEEE Trans. Inf. Theory,
vol. 59, no. 5, pp. 3003-3020, May 2013.

T. M. Cover, “Enumerative source encoding,” IEEE Trans. Inf. Theory,
vol. 19, no. 1, pp. 73-77, Jan. 1973.

P. Dukes and N. Sawchuck, “Bounds on permutation codes of distance
four,” J. Algebraic Combinat., vol. 31, pp. 143-158, Feb. 2010.

E. En Gad, A. Jiang, and J. Bruck, “Trade-offs between instantaneous
and total capacity in multi-cell flash memories,” in Proc. IEEE Int. Symp.
Inf. Theory, Cambridge, MA, USA, Jul. 2012, pp. 990-994.

E. E. Gad, E. Yaakobi, A. Jiang, and J. Bruck, “Rank-modulation
rewriting codes for flash memories,” in Proc. IEEE Int. Symp. Inf.
Theory, Istanbul, Turkey, Jul. 2013, pp. 704-708.

S. W. Golomb and L. R. Welch, “Perfect codes in the Lee metric and the
packing of polyominoes,” SIAM J. Appl. Math., vol. 18, pp. 302-317,
Mar. 1970.

A. Jiang, R. Mateescu, M. Schwartz, and J. Bruck, “Rank modulation for
flash memories,” IEEE Trans. Inf. Theory, vol. 55, no. 6, pp. 2659-2673,
Jun. 2009.

A. Jiang, M. Schwartz, and J. Bruck, “Correcting charge-constrained
errors in the rank-modulation scheme,” IEEE Trans. Inf. Theory, vol. 56,
no. 5, pp. 2112-2120, May 2010.

M. Kendall and J. D. Gibbons, Rank Correlation Methods. New York,
NY, USA: Oxford Univ. Press, 1990.

D. E. Knuth, The Art of Computer Programming: Sorting and Searching,
vol. 3. Reading, MA, USA: Addison-Wesley, 1998.

A. Mazumdar, A. Barg, and G. Zémor, “Constructions of rank modu-
lation codes,” IEEE Trans. Inf. Theory, vol. 59, no. 2, pp. 1018-1029,
Feb. 2013.

F. Sala, R. Gabrys, and L. Dolecek, “Dynamic threshold schemes for
multi-level non-volatile memories,” IEEE Trans. Commun., vol. 61,
no. 7, pp. 2624-2634, Jul. 2012.



3124

[21] D. Slepian, “Permutation modulation,” Proc. IEEE, vol. 53, no. 3,
pp. 228-236, Mar. 1965.

I. Tamo and M. Schwartz, “Correcting limited-magnitude errors in the
rank-modulation scheme,” IEEE Trans. Inf. Theory, vol. 56, no. 6,
pp- 2551-2560, Jun. 2010.

I. Tamo and M. Schwartz, “On the labeling problem of permutation
group codes under the infinity metric,” IEEE Trans. Inf. Theory, vol. 58,
no. 10, pp. 6595-6604, Oct. 2012.

R. R. Varshamov and G. M. Tenengol’'ts, “Code correcting single
asymmetric errors,” Avtomat. Telemekh., vol. 26, no. 2, pp. 288-292,
1965.

D. Vrajitoru and W. Knight, Practical Analysis of Algorithms. Switzer-
land: Springer International Publishing, 2014.

H. Zhou, A. Jiang, and J. Bruck, “Systematic error-correcting codes for
rank modulation,” in Proc. IEEE Int. Symp. Inf. Theory, Cambridge,
MA, USA, Jul. 2012, pp. 2978-2982.

H. Zhou, M. Schwartz, A. A. Jiang, and J. Bruck, “Systematic error-
correcting codes for rank modulation,” IEEE Trans. Inf. Theory, vol. 61,
no. 1, pp. 17-32, Jan. 2015.

[22]

(23]

[24]

[25]

[26]

[27]

Sarit Buzaglo (M’14) was born in Israel in 1983. She received the B.Sc.
and M.Sc. degrees from the Department of Mathematics at the Technion—
Israel Institute of Technology, Haifa, Israel, in 2007 and 2010, respectively.
In 2014, she received her Ph.D. degree from the Department of Computer
Science at the Technion. She is currently a postdoctoral researcher in the
Center for Memory and Recording Research at University of California, San
Diego, USA. She is also an awardee of the Weizmann Institute of Science—
National Postdoctoral Award Program for Advancing Women in Science. Her
research interests include coding theory, algebraic error-correction coding,
coding for advanced storage devices and systems, and combinatorics.

Eitan Yaakobi (S’07-M’12) is an Assistant Professor at the Computer
Science Department at the Technion—Israel Institute of Technology.
He received the B.A. degrees in computer science and mathematics, and
the M.Sc. degree in computer science from the Technion—Israel Institute of
Technology, Haifa, Israel, in 2005 and 2007, respectively, and the Ph.D. degree
in electrical engineering from the University of California, San Diego, in 2011.
Between 2011-2013, he was a postdoctoral researcher in the department of
Electrical Engineering at the California Institute of Technology. His research
interests include information and coding theory with applications to non-
volatile memories, associative memories, data storage and retrieval, and voting
theory. He received the Marconi Society Young Scholar in 2009 and the Intel
Ph.D. Fellowship in 2010-2011.

IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 62, NO. 6, JUNE 2016

Tuvi Etzion (M’89-SM’94-F’04) was born in Tel Aviv, Israel, in 1956.
He received the B.A., M.Sc., and D.Sc. degrees from the Technion—Israel
Institute of Technology, Haifa, Israel, in 1980, 1982, and 1984, respectively.

From 1984 he held a position in the Department of Computer Science
at the Technion, where he has a Professor position. During the years
1985-1987 he was Visiting Research Professor with the Department of
Electrical Engineering - Systems at the University of Southern California,
Los Angeles. During the summers of 1990 and 1991 he was visiting Bellcore
in Morristown, New Jersey. During the years 1994-1996 he was a Visiting
Research Fellow in the Computer Science Department at Royal Holloway
College, Egham, England. He also had several visits to the Coordinated
Science Laboratory at University of Illinois in Urbana-Champaign during the
years 1995-1998, two visits to HP Bristol during the summers of 1996, 2000, a
few visits to the Department of Electrical Engineering, University of California
at San Diego during the years 2000-2012, and several visits to the Mathe-
matics Department at Royal Holloway College, Egham, England, during the
years 2007-2009.

His research interests include applications of discrete mathematics to
problems in computer science and information theory, coding theory, and
combinatorial designs.

Dr Etzion was an Associate Editor for Coding Theory for the IEEE
TRANSACTIONS ON INFORMATION THEORY from 2006 till 2009. From
2004 to 2009, he was an Editor for the Journal of Combinatorial Designs.
From 2011 he is an Editor for Designs, Codes, and Cryptography. From 2013
he is an Editor for Advances of Mathematics in Communications.

Jehoshua Bruck (S’86-M’89-SM’93-F’01) is the Gordon and Betty Moore
Professor of computation and neural systems and electrical engineering at the
California Institute of Technology (Caltech). His current research interests
include information theory and its applications to memory systems, including
molecular memories (DNA), associative memories (the brain), and nonvolatile
memories (flash).

Dr. Bruck received the B.Sc. and M.Sc. degrees in electrical engineering
from the Technion-Israel Institute of Technology, in 1982 and 1985, respec-
tively, and the Ph.D. degree in electrical engineering from Stanford University,
in 1989.

His industrial and entrepreneurial experiences include working with IBM
Research where he participated in the design and implementation of the first
IBM parallel computer; co-founding and serving as Chairman of Rainfinity
(acquired in 2005 by EMC), a spin-off company from Caltech that created
the first virtualization solution for Network Attached Storage; as well as
cofounding and serving as Chairman of XtremlO (acquired in 2012 by EMC),
a start-up company that created the first scalable all-flash enterprise storage
system.

Dr. Bruck is a recipient of the Feynman Prize for Excellence in Teaching,
the Sloan Research Fellowship, the National Science Foundation Young
Investigator Award, the IBM Outstanding Innovation Award and the IBM
Outstanding Technical Achievement Award.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


